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Abstract
From first-principles approaches, we investigate the thermoelectric efficiency of a molecular junction where a benzene molecule is connected directly to the platinum electrodes. We calculate the thermoelectric figure of merit $ZT$ in the presence of electron–vibration interactions with and without local heating under two scenarios: linear response and finite bias regimes. In the linear response regime, $ZT$ saturates around the electrode temperature $T_e = 25$ K in the elastic case, while in the inelastic case we observe a non-saturated and a much larger $ZT$ beyond $T_e = 25$ K attributed to the tail of the Fermi–Dirac distribution. In the finite bias regime, the inelastic effects reveal the signatures of the molecular vibrations in the low-temperature regime. The normal modes exhibiting structures in the inelastic profile are characterized by large components of atomic vibrations along the current density direction on top of each individual atom. In all cases, the inclusion of local heating leads to a higher wire temperature $T_w$ and thus magnifies further the influence of the electron–vibration interactions due to the increased number of local phonons.

(Some figures may appear in colour only in the online journal)

1. Introduction
The path to extreme device miniaturization has resulted in the rapid development of molecular electronics, where molecules are used as building blocks to form nanodevices [1, 2]. To ensure the functionality of such devices under finite biases, understanding the nonequilibrium electron quantum transport theory at the molecular level is crucial [3, 4]. The current-induced effects with nuclear degrees of freedom of molecule are important as they reveal information regarding the vibration of the molecule sandwiched between the electrodes. A number of current-induced effects, including those obtained by inelastic electron tunneling spectroscopy (IETS) and local heating, have been studied with an emphasis on the interplay between electrons and molecular vibrations [5–15].

Recent experiments have demonstrated energy conversion between thermal and electrical energy in single-molecule junctions [16–21]. The potential benefits of nanoscale engineering have generated interest in developing novel thermoelectric nanodevices such as nanorefrigerators, power generators, and self-powered atomic-scale transistors [22–25]. The thermoelectric efficiency of a single-molecule junction can be judged by the thermoelectric figure of merit $ZT$. In designing a low-temperature operated thermoelectric nanodevice, it is important to predict $ZT$ from first-principles. It has been predicted that $ZT$ increases as the length of a metallic atomic junction increases, while $ZT$ decreases as the length of an insulating molecular junction increases [26].

Although considerable effort has been exerted to understand the inelastic effects on single-molecule junctions, only a few attempts have been made to study the inelastic effects on the thermoelectric properties of single-molecule junctions [27–33]. Previous studies have been primarily based on models or focused on a single vibrational mode coupling. In this work, we include all vibrational modes...
in our calculations. In a recent study, Sergueev et al.
investigated the inelastic $ZT$ in the linear response regime $(V_B \to 0)$ within density functional theory, along with the nonequilibrium Green’s function, and showed that the effect of electron–phonon interactions strongly depends on the junction configuration [34]. This approach improves over model calculations, which typically account for only a single mode, thereby missing the selection rule for important participant modes. Inelastic effects calculated from first-principles can provide complete information from all normal modes. In addition to the linear response regime, we also consider the thermoelectric efficiency in the finite bias regime. The Seebeck effect in the finite bias regime highlights the new possibility of engineering systems where a nonequilibrium current would enhance the thermopower [35, 36]. This finding is the motivation behind the investigation of the effects of electron–vibration interactions on the efficiency of thermoelectric effects in the finite bias $(V_B \neq 0)$ regime. In this work, the Seebeck coefficients, the electron thermal conductance, and $ZT$ are compared in the linear response and finite bias regimes with electron–vibration interactions, where all possible intrinsic vibrational modes of the junction are considered by excluding a few contact modes that strongly depend on the specific contact geometry between the molecule and the electrodes. The calculations show that the effect of electron–phonon interactions on the Seebeck coefficients is salient at high temperatures in the linear response regime because a significant fraction of electrons is thermally excited due to the tail of the Fermi–Dirac distribution. In the finite bias regime, we observe further the signatures of normal modes in the inelastic thermoelectric profiles at low temperatures.

The Seebeck coefficient is defined as $S = \frac{dV}{dT}$, where $dV$ is the voltage difference caused by the temperature difference $dT$ through the Seebeck effect [37]. The Seebeck coefficient is an intriguing transport quantity used to gauge thermoelectric efficiency, related not only to the magnitude but also to the slope of the density of states (DOS). As reported in [35], the Seebeck effect in a 4-Al atomic junction in the presence of electron–vibration scattering is enhanced at bias voltages corresponding to the longitudinal vibrational mode in the low-temperature regime, and further magnified through local heating. This demonstrates the advantage of a device based on molecular junctions because a larger Seebeck effect implies a better energy conversion capability. The thermoelectric figure of merit $ZT$ depends on several physical factors: the Seebeck coefficient $(S)$, the electrical conductance $(\sigma)$, the electronic thermal conductance $(\kappa_e)$, and the phononic thermal conductance $(\kappa_p)$. The thermoelectric efficiency can thus be generally described by the dimensionless thermoelectric figure of merit $ZT = S^2\sigma T/(\kappa_e + \kappa_p)$ where $T$ is the average temperature in the source–drain electrodes [38].

Inspired by a recent experiment carried out by Kiguchi et al. who measured a large conductance across a benzene molecular junction connected directly to platinum electrodes (Pt/benzene junction) [39], we explore the effects of electron–vibration interactions on the thermoelectric properties of a Pt/benzene junction. Due to the relatively small size of the Pt/benzene junction, our method which is suitable for coherent transport serves as an appropriate tool. The relaxed Pt/benzene junction configuration, as will be shown later, loses mirror symmetry. The highly tilted benzene molecule causes the streamline flow of the current to curve considerably to one side of the benzene ring, resulting in a nontrivial selection rule highly relevant to the details of the current density. Specifically, the investigation is performed through a comparison of the elastic and inelastic cases for the Seebeck coefficients, electron thermal conductance, and $ZT$, with and without local heating in the finite bias $(V_B = (\mu_R - \mu_L)/e \neq 0)$ and linear response regimes $(V_B \to 0)$ from first-principles.

2. Theoretical methods

The many-body Hamiltonian of the system under consideration is $H = H_{el} + H_{vib} + H_{el-vib}$ [5], where $H_{el}$ is the electronic part of the Hamiltonian under the adiabatic approximation and $H_{vib}$ is the ionic part of the Hamiltonian, which can be cast into a set of independent simple harmonic oscillators via a canonical transformation. $H_{el-vib}$ is the part of the Hamiltonian for electron–vibration interactions which has the form of

$$H_{el-vib} = \sum_{\alpha,\beta} \int \left( \sum_{i,\mu} \frac{\hbar}{2M_i} \delta_{i,\mu} A_{ij} \right) j^{\alpha\beta}_{E_1, E_2} (b_j + b_j^\dagger),$$

where $\alpha, \beta = (L, R)$, $M_i$ is the mass of the $i$th atom, $A_{ij}$ is a canonical transformation between normal and Cartesian coordinates satisfying $\sum_{i,\mu} A_{ij}, A_{ij}, f = \delta_{i, f}$, $b_j$ is the annihilation operator corresponding to the $\delta_{i, f}$ normal mode $\omega_j$, and $A^{L,(R)}$ is the annihilation operator for electrons. The coupling constant $j^{\alpha\beta}_{E_1, E_2}$ between electrons and the vibration of the $i$th atom in $\mu$ ($= x, y, z$) component can be calculated as

$$j^{\alpha\beta}_{E_1, E_2} = \int d\mathbf{r} d\mathbf{k}_2 |\Psi_{E_1, \mathbf{k}_2}^\alpha (\mathbf{r})|^2 |\partial_{E_{\alpha}} V_{\mu} (\mathbf{r}, \mathbf{R}_i) \Psi_{E_2, \mathbf{k}_2}^\beta (\mathbf{r})|,$$

where $V_{\mu} (\mathbf{r}, \mathbf{R}_i)$ is the pseudopotential representing the interaction between electrons and the $i$th ion. $\Psi_{E_2, \mathbf{k}_2}^{\alpha} (\mathbf{r})$ stands for the effective single-particle wavefunction of the entire system corresponding to incident electrons propagated from the left (right) electrode. These wavefunctions are calculated iteratively until convergence and self-consistency are achieved in the framework of DFT combined with the Lippmann–Schwinger equation [40]

$$\Psi_{E_2, \mathbf{k}_2}^{\alpha} (\mathbf{r}) = \Psi_{0, \mathbf{k}_2}^{\alpha} (\mathbf{r}) + \int d\mathbf{r}_1 \int d\mathbf{r}_2 G (\mathbf{r}, \mathbf{r}_1) V (\mathbf{r}_1, \mathbf{r}_2) \Psi_{E_2, \mathbf{k}_2}^{\alpha} (\mathbf{r}_2),$$

where $G$ is the Green’s function of the biased bimetallic electrodes with $V_B = (\mu_R - \mu_L)/e$, where $\mu_{RL}$ is the chemical potential deep in the right (left) electrode. We treat
the molecule as a scattering center. The potential $V(r_1, r_2)$ corresponds to the scattering potential represented by the following equation:

$$V(r_1, r_2) = V_{ps}(r_1, r_2) + \left\{ V_{xc}[n(r_1)] - V_{xc}[n_0(r_1)] \right\} + \int dr_3 \frac{\delta n(r_3)}{|r_1 - r_3|} \delta(r_1 - r_2),$$

where $V_{ps}(r_1, r_2)$ is the electron-ion interaction potential [41], $V_{xc}$ is the exchange–correlation potential in the local-density approximation, $n_0(r)$ is the electron density for the pair of biased bare electrodes, $n(r)$ is the electron density for the total system, and $\delta n(r)$ is their difference. To obtain a more accurate quantitative description of the electronic structures of molecular junctions, a more elaborate density functional theory is required [21].

The wavefunction $\psi(r, z)$ of the biased bimetallic junction before the inclusion of the molecule, which has the form $\psi_{0,EK}(r) = (2\pi)^{-1} e^{iK \cdot r}$, $\tilde{u}_{E^0K}(z)$, where $\tilde{u}_{E^0K}(z)$ is the wavefunction of the bare electrodes along the $z$-direction before the inclusion of a nano-structured object. The wavefunction $\tilde{u}_{E^0K}(z)$ is calculated by solving the coupled Schrödinger and Poisson equations iteratively until self-consistency is reached. Deep inside the electrodes ($z \to \pm \infty$), the right- and left-moving waves satisfy the scattering boundary conditions

$$\tilde{u}_{E^0K}^L(z) = \sqrt{\frac{m}{2 \pi h^2 k_L}} \left[ e^{iKz} + R_L e^{-iKz} \right] T_L e^{-ikLz} \delta(z - \infty),$$

and

$$\tilde{u}_{E^0K}^R(z) = \sqrt{\frac{m}{2 \pi h^2 k_R}} \left[ T_R e^{iKz} e^{-iKz} \right] \delta(z - \infty),$$

where $K$ is the electron momentum in the plane parallel to the electrode surfaces, and $z$ is the coordinate parallel to the direction of the current. Chemical potentials deep in the electrodes are maintained by the external bias. A basis of 3920 plane waves is chosen in the current calculations. Localized states are obtained by a direct diagonalization of the full Hamiltonian.

The electronic and phononic parts were first considered as the unperturbed Hamiltonian, and the electronic and nuclear degrees of freedom were assumed to be separable in the adiabatic approximation. The effects of electron–phonon interactions were considered using perturbation theory, thereby enabling the calculation of the inelastic thermal conductance. The right- and left-moving wavefunctions, weighted with the Fermi–Dirac distribution function according to their energies and temperatures, are applied to calculate the elastic current and electron thermal current in the presence of the electron–vibration interactions through the respective equations

$$I_{el+ vib}(\mu_L, T_L; \mu_R, T_R; T_w) = \frac{2e}{\hbar} \int dE \{(f_E^{R} - f_E^{L}) \mp \langle \tilde{B}^L \rangle \tau(E),$$

and

$$J_i^{L(\ell)e+ vib}(\mu_L, T_L; \mu_R, T_R; T_w) = \frac{2}{\hbar} \int dE \{(f_E^{R} - f_E^{L}) \mp \langle \tilde{B}^L \rangle \tau(E)(E - \mu_{L(\ell)}).$$

where $\langle \tilde{B}^L \rangle = 1/\exp[(E - \mu_{L(R)})/(k_BT_{L(R)})] + 1$ is the Fermi–Dirac distribution function describing the statistics of electrons deep in the left (right) electrode with temperature $T_{L(R)}$ and chemical potential $\mu_{L(R)}$. The transmission function $\tau(E) = \sqrt{\frac{h^2}{2m}} \int dK \int dK \psi_{E^0K}^* \nabla \psi_{E^0K}^R - \nabla \psi_{E^0K}^L \psi_{E^0K}^R - \psi_{E^0K}^L \nabla \psi_{E^0K}^R$ is calculated from the electronic part of the wavefunctions $\psi_{E^0K}^R$, $\psi_{E^0K}^L$. The terms $\tilde{B}^L$ represent the corrections to the elastic current considering the eight first-order scattering processes depicted in figure 1 [35].

$$\tilde{B}^L = \sum_{\delta} \left( \langle [B_{j,k}^{\alpha,\beta} E f_{\delta}^\beta \rangle (1 - f_{\delta}^\beta) \right) + \langle [B_{j,k}^{\alpha,\beta} E f_{\delta}^\beta \rangle (1 - f_{\delta}^\beta) \rangle,$$

where $\alpha, \beta = [L, R]$ and $\alpha \neq \beta$. The $B_{j,k}^{RR}$ and $B_{j,k}^{LR}$ denoted in equation (9) are

$$B_{j,k}^{RR} = \frac{i}{\sqrt{2M_{j\alpha}}} \sum_{i \lambda} \int \frac{d\omega_j}{2 \pi} A_{i\lambda j} f_{ji}^{\mu,\alpha} \delta \pm \langle n_j \rangle,$$

where $\alpha = [L, R]$, and $\delta = 0$ (1) represents the process of phonon emission (absorption). The other two terms in equation (9) can be obtained by the relations $B_{j,k}^{RR} = -B_{j,k}^{LR}$ and $B_{j,k}^{RL} = -B_{j,k}^{LR}$. Two major processes lead to the equilibrium local temperature in a nanojunction. One is due to the electron–vibration interaction that occurs in the atomic
region of the junction; the other is due to the dissipation of heat energy to the bulk electrodes via thermal transport. We assume that the energy generated in the atomic region via inelastic electron–vibration scattering and the energy dissipated to the electrodes via thermal current finally reach equilibrium such that a well-defined local temperature can be calculated and measured in the atomic region [10]. The reason for the single temperature for multiple vibrational modes is exactly the same as for that in the bulk system. When the bulk crystal reaches the equilibrium temperature \( T \), the temperature \( T \) determines the distributions of the occupations of all phonon branches. In our system, the local temperature in the atomic region determines the number of phonons occupying each phonon mode. The statistical behavior of the multiple vibrational modes and their probabilities in the overall distributions are described by the Bose–Einstein distributions \( \langle n_j \rangle = 1/\{\exp[\hbar \omega_j/(k_B T_w)] - 1 \} \), where \( T_w \) is the effective wire temperature due to local heating and \( \langle n_j \rangle \) is the statistical average of the occupation number of the \( j \)th normal mode. This effective local temperature is informative regarding the stability and performance of electronic devices and is thus useful to both theorists and experimentalists. The local temperature \( T_w \) is obtained when the power generated in the central region via the electron–vibration interactions balances the rate of thermal energy dissipated to the electrodes calculated using the weak-link model [35]. Note that our inelastic current in equation (7) is similar to the expression in (34) where the correction due to electron–vibration couplings is included in the transmission function.

We calculate the inelastic Seebeck coefficient based on the inelastic current described in equation (7), which is a function of \( T_L \), \( T_R \), \( T_w \), and \( V_B = (\mu_R - \mu_L)/e \).

We consider an extra current induced by an infinitesimal temperature difference (\( \Delta T \)) across the junction. This current is counterbalanced by an extra current driven by a voltage (\( \Delta V \)), which is induced by \( \Delta T \) via the Seebeck effect, i.e.,

\[
I_{el+vi}(\mu_L, T_L; \mu_R, T_R) = \left[ I_{el+vi}(\mu_L, T_L - \Delta T/2; \mu_R, T_R + \Delta T/2) + I_{el+vi}(\mu_L + e\Delta V/2, T_L; \mu_R + e\Delta V/2, T_R) \right]/2.
\]

After expanding the above equation to the first order in \( \Delta T \) and \( \Delta V \), we obtain the inelastic Seebeck coefficient (defined as \( S_{el+vi} = \Delta V/\Delta T \))

\[
S_{el+vi} = -\frac{\int \partial E(\alpha^R E, T_L, T_R) E(\alpha R E, T_L, T_R) \tau(E) d\alpha E}{\int \partial E(\alpha^R E, T_L, T_R) \tau(E) d\alpha E} \bigg|_{\alpha=0}.
\]

where

\[
\frac{\partial E}{\partial \alpha} = \frac{\partial E}{\partial \alpha^R E} - \sum_{j=1,2} C_{\alpha j} \frac{\partial}{\partial \alpha} \langle n_j \rangle, \quad \frac{\partial E}{\partial \alpha^R} = \frac{\partial E}{\partial \alpha^R} - \sum_{j=1,2} C_{\alpha^R j} \frac{\partial}{\partial \alpha} \langle n_j \rangle,
\]

\( a \in [L, R] \) and the terms \( C_{\alpha j}^{R,E} \) and \( C_{\alpha^R,j}^{R,E} \) are due to the electron–vibration interactions

\[
C_{\alpha j}^{R,E} = \left[ \frac{E_{\alpha^R E} \partial^2 F_{\alpha^R E} \epsilon}{\partial E \partial \alpha^R} - (1 - f_{\alpha^R E}^0) \frac{\partial^2 F_{\alpha E}}{\partial E \partial \alpha} \right] (B_{\alpha j}^{R E})^2,
\]

\[
C_{\alpha^R j}^{R,E} = \left[ E \pm \hbar \omega_j - \mu a_j \frac{\partial^2 F_{\alpha^R E} \epsilon}{\partial E \partial \alpha} \right] (B_{\alpha^R,j}^{E R})^2,
\]

where \( a = [L, R] \) and \( B_{\alpha j}^{R E} \) are given by equation (10).

The other two terms in equation (12) can be calculated with the following relations: \( \alpha^R E = \alpha^R E(L = R) \), \( \frac{\partial E}{\partial \alpha} = \frac{\partial E}{\partial \alpha} \). L = R, and \( B_J(\alpha^R E(= R) \), and \( \alpha = R \). We see that, in the absence of electron–phonon scattering, equation (12) recovers the elastic Seebeck coefficient described in [42].

As shown in equation (8), when a bias is applied to the junction, the inelastic electron thermal currents that flow from the right and into the left electrode are \( p_{el+vi}^{R,L} \) and \( J_{el+vi}^{L,R} \), respectively. At finite bias, note that there is no conservation of thermal current between two interfaces since the thermal current can be converted into electric current. Therefore, we define the inelastic electron thermal conductance in the junction by taking the average of the inelastic thermal conductance at two interfaces, \( \kappa_{el+vi}^{R,L} = (\Delta J_{el+vi}^{R,L}/\Delta T + \Delta J_{el+vi}^{L,R}/\Delta T)/2 \), where \( \Delta J_{el+vi}^{R,L} = J_{el}(\mu_L, T_L; \mu_R, T_R + \Delta T) + J_{el}(\mu_L, T_L; \mu_R + e\Delta V, T_R) - 2J_{el}(\mu_L, T_L; \mu_R, T_R) \). \( \Delta J_{el+vi}^{L,R} = J_{el}(\mu_L, T_L + \Delta T; \mu_R, T_R) + J_{el}(\mu_L + e\Delta V, T_L; \mu_R, T_R) - 2J_{el}(\mu_L, T_L; \mu_R, T_R) \), and \( \Delta V \) is the voltage induced by \( \Delta T \) via the Seebeck effect. The inelastic electron thermal conductance after expanding the Fermi–Dirac distribution function in equation (7) to the first order in \( \Delta T \) and \( \Delta V \) is given by

\[
\kappa_{el+vi}^{R,L} = \sum_{\alpha, \alpha'} \frac{1}{2 \hbar} \left[ e\xi_1(K_{\alpha}^{\alpha'} - \xi_1) + \frac{\xi_2^{\alpha'} - \xi_2}{T_L} \right]
\]

where \( K_{\alpha}^{\alpha'} = -\int \partial E (E - \mu_L) (E - \mu_R)^{-n-1} \partial^{\alpha'} E \tau(E), \xi_1 = \sum_{\alpha = [L,R]} \sum_{j=1,2} \int \partial E (E - \mu_L) (C_{\alpha^R j}^{R,E} + C_{\alpha^R j}^{L,E}) \tau(E), \xi_2 = \sum_{\alpha = [L,R]} \sum_{j=1,2} \int \partial E (E - \mu_R) (C_{\alpha^R j}^{R,E} + C_{\alpha^R j}^{L,E}) \tau(E), \)

and \( C_{\alpha^R,j}^{R,E} \) and \( C_{\alpha^R,j}^{L,E} \) are given in equations (13) and (14). Clearly, in the absence of electron–phonon scattering with \( T_L = T_R \), equation (15) recovers the electron thermal conductance described in [26].

We estimate the phonon thermal conductance using the weak-link model [43]. The phonon Hamiltonian of the molecular junction is modeled by \( H_{ph} = H_L + H_R + \delta H \) where \( H_L(R) = \sum_{\alpha=1}^{n} \omega L(R)_{\alpha} (n L(R))_{\alpha} \) is the Hamiltonian of the left (right) electrode, where \( \omega L(R)_{\alpha} \) and \( b_{\alpha}^{L(R)} \) are the phonon spectrum and phonon annihilation operator in the left and right electrodes, respectively. The molecule sandwiched between the electrodes is modeled by a harmonic spring with stiffness \( K \) described by \( \delta H = \frac{1}{2} (b_{\alpha}^{L}(u_{\alpha}^{L}) - u_{\alpha}^{R}) (b_{\alpha}^{R}(u_{\alpha}^{R}) - \delta H) \). The normal component of the displacement field \( u_{\alpha}^{L} \) at the surface of the left (right) electrode [43]. The phonon thermal conductance,
approximated by the weak-link model, can be obtained by
\[ \kappa_{\text{ph}} = \frac{2\pi e^2}{h} \int_0^\infty dE E^2 \sum_{i=L,R} \frac{dn_i(E)}{dE} \]
where the left (right) electrode is modeled as a phonon reservoir described by the Bose–Einstein distribution function
\[ n_i(E) = \frac{C}{e^{E/T_i} + 1} \]
where \( C \) is a constant, refers to the spectral density of surface phonon states at the left (right) electrode. The stiffness in the Pt/benzene junction has been estimated to be \( K = 6.673\,02 \times 10^{-4} \, \text{eV/\AA}^2 \) by total energy calculations.

The thermoelectric figure of merit \( ZT \) depends on several physical factors: the Seebeck coefficient \( (\sigma) \), the electronic thermal conductance \( (\kappa_{\text{el}}) \), and the phononic thermal conductance \( (\kappa_{\text{ph}}) \). We calculate the inelastic \( ZT \) by
\[ ZT = \frac{\sigma}{\kappa_{\text{el}} + \kappa_{\text{ph}}} \]
where \( T \) is the average temperature in the source–drain electrodes. The inelastic electrical conductance \( \sigma_{\text{el}+\text{vib}} \) is obtained by differentiating the inelastic current given by equation (7) with respect to the bias \( V_B \), \( \sigma_{\text{el}+\text{vib}} \) is obtained using equation (12), \( \kappa_{\text{el}+\text{vib}} \) is obtained using equation (15), and \( \kappa_{\text{ph}} \) is obtained using the weak-link model.

3. Results and discussion

The vibration frequencies represented by \( \omega_j \) in the \( j \)th mode and the canonical transformation \( A_{i\mu,j} \) are obtained in the Pt/benzene single-molecule junction using the Gaussian03 quantum chemistry code. We display the relaxed geometry in figure 2(a). The junction length is set to 9.6 \( \text{Å} \), and the closest distance between the benzene molecule and the electrodes is 4.1 \( \text{Å} \) (left) and 4.1 \( \text{Å} \) (right), respectively. The angle of the tilted benzene ring with respect to the \( z \)-axis is 37.9\(^\circ\). The inelastic effects are calculated from perturbation theory considering the scattering processes described in figure 1. It should be noted that the outermost layer of the platinum has to be included in the vibrational analysis to obtain an IETS with a mode identification in good agreement with the experimental data [39], where the first notable structure occurs at 42 mV corresponding to the longitudinal vibration of the molecule. To further justify the junction geometry, we also perform an isotope substitution of the carbon atoms and again obtain an IETS consistent with the experimental data, where the first important mode is shifted to 40 mV. The calculated conductance for the Pt/benzene system was high at approximately 0.58 G\( \Omega \) in the linear response regime. The system, therefore, belongs to the strong coupling system \( (G > 0.5 \, \text{G}\Omega) \), and the conductance may be expected to show step-down features at bias voltages corresponding to the frequencies of the normal modes, implying that the effective transmission function with the electron–vibration interactions also shows the step-down features. These features agree well with the results of our current calculations.

As noted in equation (2), the coupling constants \( J_{\mu\alpha\rho}^{\mu\beta} \) \((\mu = x, y, \text{and} z)\) are calculated from the current–carrying wavefunctions by first-principles. Thus, the coupling constants along the \( x \)-, \( y \)-, and \( z \)-directions are positively correlated with the current densities along the corresponding directions. Along with the canonical transformation matrix \( A_{i\mu,j} \) (equation (1)), which provides information on the direction of the normal mode vibrations of the molecule, the mode selection rule is determined by the factor \( |\Sigma_{i\mu}A_{i\mu,j}J_{E_1,E_2}^{\mu\alpha\beta}| \).

The strength of the impact of electron–vibration interactions on the inelastic effects is positively correlated with this factor. Figure 3 shows the factors \( |\Sigma_{i\mu}A_{i\mu,j}J_{E_1,E_2}^{\mu\alpha\beta}| \) for \( \alpha = \beta = R \) with the energies \( E_1 \) and \( E_2 \) around the chemical
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potential for the normal modes with energies smaller than 200 meV. The magnitudes of these factors indicate that the contributions of normal modes to the inelastic effects significantly vary from mode to mode. To understand the rule of mode selection, we explore how the detailed current density flows through the nanojunction. We observe that the mode selection rule can be visualized by the current density and the normal mode vibrations. The important modes in the inelastic thermoelectric profile in the finite bias regime, where the modes are characterized by large components of atomic vibrations along the direction of the current density on atoms, are identified as discussed below.

Figure 2(a) shows that the current takes on a non-linear path and there is an uneven distribution of the current going through the top part of the benzene ring compared with the bottom part of the ring. More notably, the current tends to go around the carbon ring. We schematically show the three most significant normal modes (modes (I)–(III)) out of 42 possible modes in the inelastic profiles for $V_B < 100$ mV. Mode (I), with an energy of 42 meV, has been experimentally observed in IETS [39]. This mode corresponds to a vibration of the benzene molecule as a whole, with a large component of motion along the $z$-direction (direction of the current). Mode (II), with an energy of 80 meV, shows that the left-side of the carbon ring vibrates downwards while the right-side vibrates upwards with a motion that is perpendicular to the $z$-direction. This mode has also been observed in the experimental IETS [39]. Mode (III), with an energy of 93 meV, shows that only the second-nearest neighbor vibrates in the same direction.

Figure 2(b) shows the effective local temperature $T_w$ in the central region of the junction as a function of the bias for four different electrode temperatures $T_e = 4, 12, 20,$ and $50$ K. The local temperature is reached when the rate of heat generated in the molecule due to the current balances the rate of energy dissipated to the electrodes. The rate of heat generated in the molecule due to the current via the electron–vibration interactions is calculated from the Fermi golden rule. The rate of heat generated in the molecule is relatively insensitive to the temperature of the electrodes if tunneling is the primary conduction mechanism. An immediate sharp increase in the local temperature is observed around $V_B = 42$ mV, with which electrons gain enough energy $eV_B$ to excite mode (I). The higher the electrode temperature is, the less prominent the temperature rise beyond 42 mV is. We take $T_e = 50$ K as an example where the signature of molecular vibrations is washed out. This finding may have resulted from the more efficient heat dissipation to electrodes because of a larger population of high energetic states facilitated by the higher electrode temperature, while the rate of heat generated in the central region was relatively unchanged. We also observe signals of vibrations of the molecule connected to contacts at the local temperature at biases of around 80 mV and 96 mV due to modes (II) and (III), respectively. For mode (II), where the motion of atoms is mostly transverse to the $z$-direction, the contribution to inelastic effects is still pronounced. This result is different from the case of the 4-Al linear atomic chain, where the observable jump in the profile of effective local temperatures appears only at biases corresponding to modes with motion along the $z$-direction. To illustrate the significance of mode (II), we draw a detailed comparison between the motion of normal modes and the current density. We observe that mode (II) has significant components of atom vibrations along the current streamline flows around the tiled benzene molecule, as shown in figure 2(a). By careful inspection of all modes, we conclude that significant modes in the inelastic profiles require substantial components of atomic vibrations along the current-streamline flows of the top of individual atom.

Figure 4(a) displays the Seebeck coefficients in the finite bias regime in three cases: ‘elastic’ (absence of electron–vibration interactions), ‘inelastic’ (in the presence of electron–vibration interactions and $T_w = T_e$), and ‘inelastic + local heating’ at different electrode temperatures. Inelastic + local heating means that the local wire temperature is included. The Seebeck coefficients at finite biases can reveal the signatures of vibrations of the molecule connected to the electrodes. The Pt/benzene system reveals n-type ($S < 0$) thermoelectric performance, implying that the slope of the transmission function is negative. The step-down feature of the effective transmission function attributable to the electron–vibration interactions results in the step-down feature of the inelastic Seebeck coefficients, as shown in figure 4(a). The first jump in the inelastic Seebeck coefficients occurs at 42 mV, corresponding to mode (I). Mode (I) is the most important mode, with the direction of the current density mostly in line with the vibrations of the atoms. In the low-temperature regime, electrons begin to excite the vibrations of the molecule as the bias exceeds the energy of mode (I). These effects increase the inelastic transmission functions resulting from the electron–vibration interactions, thus enhancing the magnitudes of the Seebeck coefficients around the biases, with $eV_B$ being equal to the energies of mode (I). The jump increases with increasing electrode temperature because of the presence of a greater number of high-energy electrons that are capable of participating in the electron–vibration interactions resulting from the tail.
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Figure 4. (a) Seebeck coefficients as a function of the applied bias in three cases: elastic (black solid line), inelastic without local heating (red dashed line), and inelastic with local heating (blue dotted line) for three different electrode temperatures $T_e = 8, 12, \text{ and } 15 \text{ K}$. (b) Seebeck coefficients with and without electron–vibration interactions as a function of the electrode temperature at zero applied bias.

Figure 5. (a) Electron thermal conductance versus electrode temperature at zero applied bias. (b) Phonon thermal conductance versus electrode temperature. (c), (d) Electron thermal conductance as a function of the bias at (c) 8 K and (d) 15 K.

of the Fermi–Dirac distribution. The inclusion of local heating also enhances the inelastic Seebeck effect further because of the enhanced electron–vibration interactions of the increased population of local phonons attributable to the higher local temperature in the central region. The second drop in the inelastic Seebeck coefficients occurs at around $V_B = 80 \text{ mV}$, corresponding to mode (II). As mentioned above, mode (II) becomes important in the inelastic Seebeck profiles because the curved current-streamline flows in line with the transverse vibrations. The differences between
in elastic Seebeck coefficients with and without local heating are invisible in the high-temperature regime. Figure 4(b) compares the elastic and inelastic Seebeck coefficients in the linear response regime. We observe that the increased electrode temperature leads to larger Seebeck coefficients. The magnitude of inelastic Seebeck coefficients increases more rapidly beyond 50 K than the elastic one. This makes sense because more electrons are thermally excited at higher temperatures due to the tail of the Fermi–Dirac distribution. Consequently, more electrons possess enough energy to enhance the inelastic effects on the Seebeck coefficients.

Figure 5(a) presents comparisons between the elastic and inelastic electron thermal conductances as a function of temperature in the linear response regime. The onset of the larger inelastic electron thermal conductance appears around $T_e = 100$ K due to the tail of the Fermi–Dirac distribution. Figure 5(b) shows the phonon thermal conductance $\kappa_{ph}$ as a function of the electrode temperature $T_e$. In the finite bias regime, the comparison of the elastic and inelastic electron thermal conductances again reveals the signature of molecular vibrations, which displays a drop in the electron thermal conductance at around $V_B = 42$ mV for $T_e = 8$ and 15 K, respectively, as shown in figures 5(c) and (d). In contrast to the Seebeck coefficients and electron thermal conductance which both show strong dependence on the temperature, the electrical conductance is insensitive to the temperature when tunneling is the major transport mechanism.

Based on the foregoing discussion, we now arrive at the elastic and inelastic thermoelectric efficiency $ZT$ in the linear response and finite bias regimes. In the linear response regime, we present elastic and inelastic $ZT$ values with and without $\kappa_{ph}$ in figures 6(a) and (b), respectively. The comparison of inelastic and elastic $ZT$ values without $\kappa_{ph}$ in figure 6(a) shows that the electron–vibration interactions lead to a larger $ZT$ when $T_e > 50$ K. Figure 6(b) shows that the inclusion of the phonon thermal conductance leads to an overall reduction of $ZT$ in both the inelastic and the elastic cases. $ZT$ saturates around $T_e = 25$ K in the elastic case. This result is in agreement with [26] that $ZT$ saturates when $T$ is larger than a characteristic temperature, defined as the temperature at which the electron thermal current equals the phonon thermal current. In the inelastic case, we no longer observe a saturated $ZT$ value [26]. The thermoelectric figure of merit $ZT$ continues to grow beyond $T_e = 50$ K attributed to the tail of the Fermi–Dirac distribution. In the finite bias regime, we compare $ZT$ values as a function of the source–drain bias in three cases: ‘elastic’, ‘inelastic’, and ‘inelastic + local heating’.
for different electrode temperatures, without (figure 6(c)) and with (figure 6(d)) \( \kappa_{ph} \). Figures 6(c) and (d) show that in the finite bias regime, \( ZT \) can still be enhanced by the electron–vibration interactions. Moreover, \( ZT \) also reveals the signature of vibrations: \( ZT \) values start to increase at \( V_B = 42 \) mV corresponding to mode (I). We also observe that local heating further increases \( ZT \). When \( \kappa_{ph} \) is included, the \( ZT \) value is suppressed substantially as shown in figure 6(d).

4. Conclusion

In conclusion, we have investigated the impact of electron–vibration interactions on thermoelectric efficiency in the linear response regime and the finite bias regime in the Pt/benzene junction, specifically via comparison among cases of elastic and inelastic, with and without local heating, for the Seebeck coefficients, the electronic thermal conductance, and \( ZT \). This extends the case in which only a single vibrational mode or only the zero bias is considered. In contrast to the electrical conductance which is insensitive to the temperature, the Seebeck coefficients, the electronic thermal conductance, and \( ZT \) all strongly depend on the temperature. In the linear response regime, the \( ZT \) value saturates around \( T_c = 25 \) K in the elastic case, whereas \( ZT \) no longer saturates in the inelastic case. The inelastic \( ZT \) increases beyond \( T_c = 25 \) K as the temperature increases. In the finite bias regime, these inelastic effects reveal the signature of the molecular vibrations in the low-temperature regime. We have identified normal modes that lead to significant structures in the inelastic profile. These modes are characterized by large components of atomic vibrations along the current density direction on top of each individual atom. In all cases, the inclusion of local heating leads to a higher wire temperature \( T_w \) and thus magnifies the influence of the electron–vibration interactions due to the increased number of local phonons. Based on these findings, we conclude that the electron–vibration interactions are advantageous to the thermoelectric efficiency in the Pt/benzene molecular junction.
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