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Abstract. Let A be a Jordan algebra of linear operators on a vector space
over a field of characteristic different from 2. In this short note, we show that
(1) if A is 2-transitive, then it is dense, and (2) if A is n-transitive, n > 1, then
a nonzero Jordan ideal of A is also n-transitive. These answer two questions
posed by Griinenfelder, Omladi¢ and Radjavi.
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1. Introduction

Let £ = L(V) be the algebra of all linear operators on a vector space V over
the field F. A subset S C L is said to be n-transitive (n > 1) if for any linearly
independent set {z1,...,z,} of V and any elements yi,...,y, € V, there is an
S € § such that Sz; = y; for e = 1,...,n. If S is transitive for all n > 1, it is
called dense.

There are nice results on dense associative algebras of linear operators in L.
Burnside’s theorem states that if V' is finite-dimensional and F' is algebraically
closed, then the only transitive associative subalgebra of £ is £ itself. Jacobson [5]
showed that if S is an associative subalgebra of £ and S is 2-transitive, then S is
dense.

In 1993 Griinenfelder, Omladi¢ and Radjavi [3] studied transitive nonassocia-
tive algebras, and obtained the Jordan analogs of the Burnside’s and Jacobson’s
theorems. By a Jordan algebra of linear operators over a field F' of characteristic
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not 2 we mean a linear subspace A of S such that for all A, B € A, it holds that
AoB=AB+ BA € A. In [3], the following theorems were proved.

Theorem 1.1 ([3, Theorem 2.1]). Let F be any formally real closed field. Then, the
only transitive Jordan algebra of S, (F), the symmetric n X n matrices over F, is
Sn(F) itself.

Theorem 1.2 ([3, Theorem 2.4]). Let F' be an algebraically closed field, and let A
be a transitive Jordan algebra of n X n matrices over F. Then either A = M, (F)
or there exists an invertible matriz T such that T~*AT = S,,(F).

Theorem 1.3 ([3, Theorem 1.3]). Let A be a Jordan algebra of finite rank operators
on a vector space V' If A is 2-transitive, then it is dense, i.e. n-transitive for all
n > 1.

Theorem 1.4 ([3, Theorem 3.2]). Every Jordan ideal J # 0 of an (n+1)-transitive
Jordan algebra A of operators on a vector space V is n-transitive, n > 1.

Two questions were raised in [3, p. 346] aiming at parts untouched by Theo-
rems 1.3 and 1.4:

Question 1. Is there an n-transitive Jordan algebra A with a Jordan ideal
A # 0 which is not n-transitive?

Question 2. Is there an n-transitive Jordan algebra which is not (n + 1)-
transitive for any n > 27

The purpose of this paper is to complete the unfinished task left by Griinen-
felder, Omladi¢ and Radjavi. Namely, we are going to answer the two questions
stated above. The answers to both questions are negative. We will first prove

Theorem 1.5. Let A be a Jordan algebra of linear operators on a vector space
V' over the field of characteristic different from 2. If A is 2-transitive, then A is
dense.

Thus Question 2 would be answered. It is interesting to note that there are
1-transitive Jordan algebras which are not dense. The Jordan algebra S, (C) of
symmetric n X n matrices, n > 2, over the complex number field C serves as a nice
counterexample (see [3, Theorem 1.2 and Corollary 2.5] for details).

Partial answer to Question 1 is already provided by Theorems 1.4 and 1.5.
But we will prove the following result to have it covered completely.

Theorem 1.6. Let A be an n-transitive Jordan algebra of linear operators on a
vector space V' over the field of characteristic different from 2, where n > 1. If J
is a nonzero Jordan ideal of A, then J is also n-transitive.

Related problems for Lie algebras can be found in [1] and [4]. Also, some very
interesting results were obtained recently for more general situation of transitive
spaces of operators, and the paper by Davidson, Marcoux and Radjavi [2] provides
a comprehensive study of algebraic and topological transitivity for linear spaces of
operators.
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2. The results

Throughout this section F' is a field of characteristic not 2, V' a vector space over
F, £ = L(V) the algebra of all linear operators on V, and A a Jordan algebra
of operators from L. Note that for A, B € A, we have A> = 2(Ao A) € A and
ABA = $((AoB)oA—A%0B) € A

We start with the following auxiliary lemma.

Lemma 2.1. Let S be a n-transitive linear subspace of L, n > 2, and let xq, ...,
Tpy1 €V, be linearly independent. Then there exists an S € S such that

Sx; =0 foralli=3,...,n+1, and Sz, ¢ span{Sxa} (2.1)

Proof. Assume the contrary, i.e. Txy € span{Txzy} for any T € S with Tzs =
=Tz, =0.

Suppose that there exists a 73 € S such that Tyz; =Tizs = ... =Tixpy1 =

0 and Tyzo = u # 0. Let w € V be a vector linearly independent with w. It exists
since S is n-transitive with n > 2. By the n-transitivity of S, there exists some
Ty € S such that Tox; = 0 for ¢ > 3 and Tox, = w. By our assumption, Thx1 €
span{Tszs}, and so Toxs = aw for some nonzero & € F. We have S =T1+T2 € S
satisfies (2.1), a contradiction. Therefore, for any T € S, if Tay = Txg = ... =
Tx,11 =0, then readily Txzo = 0.

Let 51,52 € S with Siz; = Syx; = 0 for all ¢ > 3 while Sjz; # 0 and
Sox1 # 0. By our assumption, there are A1, Ao € F' such that Siz; = A\1S122 and
521'1 = )\252!1)2.

Now, it may be that S;z; and Sz are linearly independent. In this situation,
we set S = S7 + S3. Then

Sr;=0fori=3,....,n+1, Sr; = S1x1 + Sexy, and Szy = )\flSlxl +A5152I1.

We see that if A\; # Ay, then Sz and Sz, are linearly independent, which cannot
be. Hence we have

if S1z1 and Sz are linearly independent, then A1 = Ao. (2.2)

Or, it may be that Syx; and Sex; are linearly dependent. We argue that
A1 = A2 as well. Assume that A\; # Ay. Note that we cannot have any T' € S and
pw€ F withTx; =0fori=3,...,n+1, and Txy = pTxo # 0, such that Tx; and
Syxq are linearly independent (hence T'z; and Sszq are linearly independent as
well), otherwise a contradiction that A\; = p = Ag would arise by (2.2). Now, this
means that for all T € S, Ta; = 0 for all ¢ > 3 implies Tz € span{Siz;}. But
this contradicts the fact that S is n-transitive. Therefore, we have

if Syx1 and Sox; are linearly dependent, then A\; = Ag. (2.3)

From (2.2) and (2.3) we conclude that there is a A € F such that if S € S
with Sz; =0 for ¢ > 3 and Sz # 0, then Sx; = ASzs. By above if Sx; = Sx3 =
... = Sxpy1 = 0, then Szo = 0. But then for every S € § with Sz; = 0 for all

1 > 3, we have S(x1 — Axy) = 0. Again, as S is n-transitive, this cannot happen.
Therefore the lemma holds. O
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We are ready to prove Theorem 1.5.

Proof of Theorem 1.5. The theorem will be proved if we show that the n-transiti-
vity of A with n > 2 implies that A is (n + 1)-transitive.

Let x1,...,2,41 € V be linearly independent, and yi,...,y,+1 € V. Notice
that if we can find T; € A (j = 1,...,n + 1) such that Tjz; = 0 for i # j and
Tix; = yj, then T'=T7 4 --- 4+ T,, 1 will do the required job that T'z; = y; for
i=1,2,...,n+ 1. And to achieve this goal, it suffices to show that for any y € V,
there is some T' € A such that Tx; = 0 for i > 2 and Tz = y.

Let y € V. Certainly we may assume that y is nonzero, or the zero operator
will do the job. Let A € A be such that Az; = y and Ax; = 0 for ¢ > 3. If Az,
and Az are linearly independent, we may take B € A such that BAx, = a3
and BAzs = 0, and put T = ABA € A. Then Txy = ABAxy = Axy = y
and Txz; = ABAx; = 0 for all 7+ > 2, and we are done. So we assume that
Axo = MAxy = My for some X € F.

Assume that if S € A with Szo # 0 and Sx; =0 for ¢ = 3,...,n+ 1, then
Sz # 0. By Lemma 2.1 there is an S such that Sx; = 0 fori = 3,...,n+ 1,
and Szo ¢ span{Sxz;}. Thus Sz, and Sz, are linearly independent. Let L € A be
such that LSz; = 0 and LSzy = x5. Then SLS € A and SLSx, = 0, SLSxzs =
Sxg # 0, and SLSx; =0 for i = 3,...,n+ 1, a contradiction. Therefore, there is
an S € A with Sxy =Sz; =0fori=3,...,n+1 and Szy = v # 0, and we fix it
for what follows.

In the case that v and y are linearly independent, we set C = A + .S. Then
Cxry = Axy + Sz, =y, Cxo = Axo + Sz = Ay + v, and Az; = 0 for 4 > 3. Since
Cz1 and Cz are linearly independent, we can find D € A with DCxz; = x1 and
DCz5 =0. Then T'= CDC € A will do the job.

Finally, assume that v = py for some nonzero y € F, and set T = A — %S .
Then Tz = Az, — ﬁSa:l =y, Teo = Axg — %Sﬂfg =y — %1} =0,and Tz; =0
for ¢ > 3. This completes the proof. O

Remark 2.2. We note that the above proof is valid for any 2-transitive space A
of linear operators on a vector space over any field satisfying ABA € A for all
A, Be A

As a corollary to Theorem 1.5 and Theorem 1.4 (or Corollary 3.3 of [3]), we
have

Corollary 2.3. If A is n-transitive Jordan algebra of linear operators on a vector
space V. with n > 2, and J is a nonzero Jordan ideal of A, then J is also n-
transitive. Moreover, both A and J are dense.

Thus, it remains to treat the 1-transitivity case in order to prove Theorem 1.6,
which we shall present in the following. Note that if A € A and B € J, then
ABA = 4((AoB)oA—A%0B)e J.

Theorem 2.4. Let A be a 1-transitive Jordan algebra of linear operators on a vector
space V', and J a nonzero Jordan ideal of A. Then J is also 1-transitive.
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Proof. Let Vi = JV. We first show that Vj = V.

We claim that Vj is a subspace of V. First of all, if vg € Vj, then there is a
ug € V and an S € J such that Sug = vg. Thus, for any A € F, Avg = ASug =
S(Aug) € V. Now, take v, vy € Vp. If either v1 = 0 or v = 0, then vy 4+ vy € Vj.
So we assume that both v; and v, are nonzero. Let uy,us € V\{0} and T4, T2 € J
be such that Tyu; = v; and Thus = vo. In the case that Thu; = v # 0, we may pick
T € A such that Tv = ug. Then (T +T5TT5) € J and (T + ToTT5)uy = v1 + va.
On the other hand, in the case that Thu; = 0, we may pick 7" € A such that
Tu; = ug. Then (Th +To0T) € J and (Ty + Tz 0 T)uy = vy + vo. Hence we see
that, in both cases, v; + v € V4. Therefore Vj is indeed a subspace of V.

Pick an arbitrary w € V. Let S € J be nonzero, and u,v € V such that
Su =wv # 0. Let T € A be such that Tv = w. Then (ST + T'S)u = S(Tu) + w.
From ST + TS € J, it follows that w = (ST + T'S)u — S(Tu) € V. Therefore
Vo=V.

Now, let u,v € V with u # 0. We want to find some R € J such that Ru = v.
Let S € J and w € V be such that Sw = v. If Su =0, we can simply pick T € A
with Tu = w and put R = ST + TS € J to get Ru = v. If Su =v" # 0, we can
pick T' € A such that Tv' = w, and put R = STS € J to get Ru = v. Therefore,
J is 1-transitive. O
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