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Abstract. It is proved that the vertex operator algebra V is isomorphic to the moonshine VOA V�

of Frenkel-Lepowsky-Meurman if it satisfies conditions (a,b,c,d) or (a′,b,c,d). These conditions are:
(a) V is the only irreducible module for itself and V is C2-cofinite;
(a′) dim Vn ≤ dim V�n for n ≥ 3;
(b) the central charge is 24;
(c) V1 = 0;
(d) V2 (under the first product on V) is isomorphic to the Griess algebra.

Our two main theorems therefore establish weak versions of the FLM uniqueness conjecture for the
moonshine vertex operator algebra. We believe that these are the first such results.

1. Introduction. The moonshine vertex operator algebra V� constructed
by Frenkel-Lepowsky-Meurman [FLM1], [FLM2] not only proves a conjecture
by McKay-Thompson but also plays a fundamental role in shaping the theory
of vertex operator algebra. In the introduction of [FLM2], Frenkel-Lepowsky-
Meurman conjectured that the V� can be characterized by the following three
conditions:

(a) the VOA V� is the only irreducible ordinary module for itself;
(b) the central charge of V� is 24;
(c) V�1 = 0.
We call their conjecture the Frenkel-Lepowsky-Meurman conjecture. These

conditions are natural analogues of conditions which characterize the binary Go-
lay code and the Leech lattice.

Conditions (b) and (c) are clear from the construction. Condition (a) is proved
in [D] by using the 48 commuting Virasoro elements of central charge 1

2 discov-
ered in [DMZ]. Furthermore, V� is rational [DLM2],[DGH]. Although the theory
of vertex operator algebra has developed a lot since [FLM2], including some
uniqueness results for certain VOAs [LX], [DM2], [DM3], there has been no real
progress in proving their conjecture.
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In this paper we prove two weak versions of the Frenkel-Lepowsky-Meurman
conjecture:

THEOREM 1. Let V be a C2-cofinite vertex operator algebra satisfying (a)-(c).
We also assume that V2 is isomorphic to the Griess algebra. Then V is isomorphic
to V�.

In the second main theorem, we replace condition (a) by the assumption that
dim Vn ≤ dim V�n for n ≥ 3.

THEOREM 2. Let V be a simple vertex operator algebra satisfying (b)-(c). We
also assume that V2 is isomorphic to the Griess algebra and dim Vn ≤ dim V�n for
n ≥ 3. Then V is isomorphic to V�.

We now discuss the theorems and background. The weight two subspace V�2
of V� with the product which takes the pair u, v to u1v, where u1 is the component
operator of the vertex operator Y(u, z) =

∑
n∈Z unz−n−1 [FLM2], is the Griess al-

gebra [G], which is a commutative nonassociative algebra of dimension 196884.
Moreover, V� is generated by V�2 and V� is an irreducible module for the affiniza-
tion of the Griess algebra [FLM2]. So, in order to understand the moonshine
vertex operator algebra, one must know the Griess algebra and its affinization
very well. It seems that a complete proof of FLM’s uniqueness conjecture needs
a better understanding of the Griess algebra. Unfortunately, there does not yet
exist a characterization of the Griess algebra (independent of its connection to
the monster simple group). Also, the affinization of the Griess algebra is not a
Lie algebra and lacks a highest weight module theory. From this point of view,
V� is a very difficult vertex operator algebra.

The study of the moonshine vertex operator algebras in terms of minimal
series of the Virasoro algebras was initiated in [DMZ]. This is equivalent to
the study the maximal associative subalgebra of the Griess algebra. In [DMZ],
we find 48 mutually commutative Virasoro algebras with central charge 1

2 . As
a result, a tensor product T48 of 48 vertex operator algebras, associated to the
highest weight unitary representations of the Virasoro algebra with central charge
1
2 is a subalgebra of V� and V� decomposes into a direct sum of finitely many
irreducible modules for T48 as T48 is rational and the homogeneous summands
for V are finite dimensional. A lot of progress on the study of the moonshine
vertex operator algebra has been made by using the subalgebra T48 and vertex
operator subalgebras associated to the other minimal unitary series for the Vira-
soro algebras [DLMN], [DGH], [KLY], [M3]. The discovery of the T48 inside
V� also inspired the study of code vertex operator algebras and framed vertex
operator algebras [M2], [DGH].

A frame in V� is a set of 48 mutually orthogonal Virasoro elements with
central charge 1

2 . The subalgebra T48 depends on a frame as studied in [DGH]. It
is proved in [DGH] that for any choice of 48 commuting Virasoro algebras there
are two codes C and D associated to the decomposition of V� into irreducible T48-
modules. Each irreducible T48-module is a tensor product of 48 unitary highest
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weight modules L( 1
2 , h) for the Virasoro algebra with central charge 1

2 where h can
take only three values 0, 1

2 , 1
16 . The code C tells us the irreducible T48-modules

occurring in V� which are a tensor product of L( 1
2 , h) for h = 0 or 1

2 . Similarly,
the code D indicates the appearance of irreducible T48-modules whose tensor
factors have at least one L( 1

2 , 1
16 ). The fusion rules for the vertex operator algebra

L( 1
2 , 0) indicate that we should consider a frame so that C has maximal possible

dimension and D minimal possible dimension. These respective dimensions are
41 and 7. The reason for using our particular frame is that, for the code VOA
which arises, all irreducible modules are simple currents (see Theorem 6.10 in
this paper). The uniqueness of V� then follows from known uniqueness results for
certain smaller VOAs, those which are simple current extensions of code VOAs.

The main strategy in proving the theorem is to use this particular frame. Since
we assume that the weight 2 subspace of the abstract vertex operator algebra in
the theorem is isomorphic to the Griess algebra, we can use the theory of framed
vertex operator algebra developed in [DGH] and [M2] to investigate the structure
of such vertex operator algebras.

Although we assume that V2
∼= V�2 (as algebras), we can not claim automati-

cally that any VF in V� corresponds to a VF in V . The difficult point is to prove
that a Virasoro vector in V�2 generates a subVOA which is simple, i.e., an irre-
ducible highest weight module. This is where we make use of the other assump-
tions in our main theorems. The proof involves both character theory for the Vi-
rasoro algebra with central charge 1

2 and an explicit expression for the J-function.
It seems that there is still a long way to go to settle the FLM conjecture.

The main difficulty is that we do not have much theory of finite dimensional
commutative nonassociative algebras which could be applicable to a 196884-
dimensional degree 2 summand of a VOA satisfying our conditions (a,b,c) (see
[G1]). In a sense, this paper reduces the uniqueness of the moonshine vertex
operator algebra to the uniqueness of the Griess algebra.

2. Notations. Most of our notations are fairly standard in the VOA litera-
ture. For the reader, we note a few below:

codes C = C(F), D = D(F): see Section 4;
codes C,D: see Section 6;
j(q), J(q): the elliptic modular function and the elliptic modular function with

constant term set equal to 0, i.e., J(q) = j(q)− 744;
〈ωi〉: the subVOA generated by ωi;
VF: Virasoro frame, see Section 4;
Vir(ωi): the Virasoro algebra spanned by the modes of the Virasoro element

ωi and the scalars;
VI: see Section 4;
V0 or V∅: the case of VI for I = 0 or ∅;
V�: the moonshine VOA, constructed in [FLM2];
(V�)0: this is V0 for V = V�.
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3. Various modules for vertex operator algebras. Let (V , Y , 1,ω) be a
vertex operator algebra. We recall various notion of modules (cf. [FLM2],
[DLM1]).

A weak V module is a vector space M with a linear map YM: V →
End(M)[[z, z−1]] where v �→ YM(v, z) =

∑
n∈Z vnz−n−1, vn ∈ End(M). In addition

YM satisfies the following:
(1) vnw = 0 for n >> 0 where v ∈ V and w ∈ M;
(2) YM(1, z) = IdM;
(3) The Jacobi Identity

z−1
0 δ

(
z1 − z2

z0

)
YM(u, z1)YM(v, z2)− z−1

0 δ

(
z2 − z1

−z0

)
YM(v, z2)YM(u, z1)

= z−1
2 δ

(
z1 − z0

z2

)
YM(Y(u, z0)v, z2)

holds.
An admissible V module is a weak V module which carries a Z+-grading,

M =
⊕

n∈Z+
M(n), such that vmM(n) ⊆ M(n + wtv − m− 1).

An ordinary V module is a weak V module which carries a C-grading, M =⊕
λ∈CMλ, such that:

(1) dim(Mλ) <∞ for all λ ∈ C;
(2) Mλ+n = 0 for fixed λ and n << 0 (depending on λ);
(3) L(0)w = λw = wt(w)w, for w ∈ Mλ.
It is easy to prove that an ordinary module is admissible.
We call a vertex operator algebra rational if every admissible module is a

direct sum of simple admissible modules. That is, a VOA is rational if there
is complete reducibility of the category of admissible modules. It is proved in
[DLM2] that if V is rational there are only finitely many irreducible admis-
sible modules up to isomorphism and each irreducible admissible module is
ordinary.

A vertex operator algebra V is called holomorphic if it is rational and the only
irreducible ordinary module is itself. In this case V is also the only irreducible
admissible module.

A vertex operator algebra is called regular if every weak module is a direct
sum of simple ordinary modules. So, regularity implies rationality.

A vertex operator algebra V is called C2-cofinite if V/C2(V) is finite dimen-
sional where C2(V) = 〈u−2v|u, v ∈ V〉.

4. Framed vertex operator algebras. In this section we review the framed
vertex operator algebras and related results from [DMZ] and [DGH].

Let L(c, h) be the irreducible highest weight module for the Virasoro algebra
with central charge c and highest weight h. The L( 1

2 , 0)-module L( 1
2 , h) is unitary

if and only if h = 0, 1
2 , 1

16 [FQS], [GKO]. Moreover, L( 1
2 , 0) is a rational vertex
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operator algebra and L( 1
2 , h) for h = 0, 1

2 , 1
16 gives a complete list of inequivalent

irreducible L( 1
2 , 0)-modules.

We first recall the notion of framed vertex operator algebra. Let r be a non-
negative integer. A framed vertex operator algebra (FVOA) is a simple vertex
operator algebra (V , Y , 1,ω) satisfying the following conditions: there exist ωi ∈ V
for i = 1, . . ., r such that (a) each ωi generates a copy of the simple Virasoro vertex
operator algebra L( 1

2 , 0) of central charge 1
2 and the component operators Li(n) of

Y(ωi, z) =
∑

n∈Z Li(n)z−n−2 satisfy [Li(m), Li(n)] = (m− n)Li(m + n) + m3−m
24 δm,−n;

(b) The r Virasoro algebras Vir(ωi), spanned by the modes of Y(ωi, z) and the
identity, are mutually commutative; and (c) ω = ω1 +· · ·+ωr. The set {ω1, . . . ,ωr}
is called a Virasoro frame (VF).

From now on we assume that V is a FVOA of central charge r
2 with frame

F := {ω1, . . . ,ωr}. Let Tr be the vertex operator algebra generated by ωi for
i = 1, . . . , r. Then Tr is isomorphic to L( 1

2 , 0)⊗r and its irreducible modules are
the L(h1, . . . , hr) := L( 1

2 , h1)⊗· · ·⊗L( 1
2 , hr) for hi = 0, 1

2 , 1
16 . Since Tr is a rational

vertex operator algebra, V is a completely reducible Tr-module. That is,

V ∼=
⊕

hi∈{0, 1
2 , 1

16}
mh1,...,hr L(h1, . . . , hr)(4.1)

where the nonnegative integer mh1,...,hr is the multiplicity of L(h1, . . . , hr) in V .
In particular, all the multiplicities are finite and mh1,...,hr is at most 1 if all hi are
different from 1

16 .
There are two binary codes C = C(F) and D = D(F) associated to the

decomposition (4.1). In order to define the code D we identify a subset I of
{1, . . . , r} with a codeword d = (d1, . . . , dr) ∈ Fr

2 where di = 1 if i ∈ I and d0 = 0
elsewhere. Let I be a subset of {1, . . . , r}. Define VI as the sum of all irreducible
submodules isomorphic to one of the irreducibles L(h1, . . . , hr) such that hi = 1

16
if and only if i ∈ I. Then

V =
⊕

I⊆{1,...,r}
VI .

Set

D = D(F) := {I ∈ Fr
2 | VI �= 0}.(4.2)

For c = (c1, . . . , cr) ∈ Fr
2, we define V(c) = mh1,...,hr L(h1, . . . , hr) where hi = 1

2
if ci = 1 and hi = 0 elsewhere. Set

C = C(F) := {c ∈ Fr
2 | V(c) �= 0}.(4.3)

Then V∅ = V0 =
⊕

c∈C V(c).
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Here we summarize the main result about FVOAs from [DGH]:

THEOREM 4.1. Let V be a FVOA. Then
(a) V = ⊕n≥0Vn with V0 = C1.
(b) V is rational.
(c) C and D are binary codes and

C ⊂ D⊥ = {x = (x1, . . . , xr) ∈ Fr
2|x · d = 0∀d ∈ D}.

Moreover, V is holomorphic if and only if C = D⊥.
(d) V0 is a simple vertex operator algebra and the VI are irreducible V0-

modules. Moreover VI and VJ are inequivalent if I �= J.
(e) For any I, J ∈ D and 0 �= v ∈ VJ we have VI+J = span{unv|u ∈ VI , n ∈ Z}.
(f) Let I ⊆ {1, . . . , r} be given and suppose that (h1, . . . , hr) and (h′1, . . . , h′r)

are r-tuples with hi, h′i ∈ {0, 1
2 , 1

16} such that hi = 1
16 (resp. h′i = 1

16 ) if and only if
i ∈ I. If both mh1,...,hr and mh′1,...,h′r are nonzero then mh1,...,hr = mh′1,...,h′r . That is, all

irreducible modules inside VI for Tr have the same multiplicities.
(g) For any c, d ∈ C and 0 �= v ∈ V(d) we have V(c + d) = span{unv|u ∈

V(c), n ∈ Z}.

5. Code VOA MC. In this section we review and extend results on code
VOAs and their modules, following [M1]-[M3] and [La].

We shall sometimes consider an integer modulo 2 as its Euclidean lift, i.e., its
representative 0 or 1 in Z, so that when α ∈ Z2, 1

2α makes sense as the rational
number 0 or 1

2 .
Let C be an even binary code. For any α = (α1, . . . ,αn) ∈ C, denote

Mα = L
(

1
2

,
α1

2

)
⊗ · · · ⊗ L

(
1
2

,
αn

2

)
and MC =

⊕
α∈C

Mα.

Note that MC is a simple current extension of Tn = L( 1
2 , 0)⊗n and it has a unique

VOA structure over C (cf. [DM3], [M2]). This will be used to deduce the unique-
ness of V�.

Remark 5.1. We use MC for a code VOA instead of MD given in [M2] in
this paper. This is consistent with our code C defined in Section 3. In fact, MC

is a framed VOA with frame F satisfying C(F) = C and D(F) = 0.

Remark 5.2. For any β ∈ Zn
2, one can define an automorphism σβ: MC → MC

by

σβ(u) = (− 1)〈α,β〉u for u ∈ Mα.

This automorphism is called a coordinate automorphism. Note that σβ = σβ′ if
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and only if β + β′ ∈ C⊥ and the subgroup P generated by {σβ| β ∈ Zn
2} is

isomorphic to Zn
2/C⊥. Moreover, the fixed subalgebra MC

P is Tn (cf. [M1]).

We first study the representations of the code VOA MC. Let W be an ir-
reducible MC-module. Then W can be written as a direct sum of irreducible
T := Tn-modules,

W ∼=
⊕

hi∈{0, 1
2 , 1

16}
mh1,...,hnL(h1, · · · , hn).

Definition 5.3. Define τ (L(h1, · · · , hn)) = (a1, · · · , an) ∈ Zn
2 such that

ai =

{
0 if hi = 0 or 1

2
1 if hi = 1

16
.

This binary word is called the τ -word of L(h1, · · · , hn).

By the fusion rules for L
(

1
2 , 0
)

, the τ -words for all irreducible T-submodules
of W are the same. Thus, we can also define the τ -word of W by

τ (W) = τ (L(h1, · · · , hn)),

where L(h1, · · · , hn) is any irreducible T-submodule of W.
The following proposition is an easy consequence of the fusion rules (cf.

[DGH] and [M2]).

PROPOSITION 5.4. Let C be an even code and let W be an irreducible module
of MC. Then τ (W) is orthogonal to C.

Now we shall give more details about the structure of the irreducible module
W. The details can be found in [M2]. Let β ∈ C⊥ := {α ∈ Zn

2| 〈α, γ〉 =
0 for all γ ∈ C} and Cβ := {α ∈ C| suppα ⊆ suppβ}.

Let the group Ĉ = {±ek| k ∈ C} be a central extension of C by {±1} such
that

ehek = (− 1)〈h,k〉ekeh

for any h, k ∈ C and denote Ĉβ := {±ek| k ∈ Cβ} ⊂ Ĉ. Let H be a maximal
self-orthogonal subcode of Cβ . Then Ĥ = {±eα|α ∈ H} is a maximal abelian
subgroup of Ĉβ (it is automatically normal since it contains the commutator
subgroup of Ĉβ). Take a linear character χ: Ĥ → {±1} with χ

(
−e0) = −1 and

define a 1-dimensional Ĥ-module Fχ by the action

eαp = χ
(
eα
)

p for p ∈ Fχ, α ∈ H.
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We use “h1×h2” to abbreviate a few of the well-known fusion rules involving
L( 1

2 , h1) and L( 1
2 , h2), i.e., 0 × h = h × 0 = h for h ∈ {0, 1

2 , 1
16},

1
2 ×

1
2 = 0 and

1
2 ×

1
16 = 1

16 ×
1
2 = 1

16 .

For any hi ∈ {0, 1
2 , 1

16}, i = 1, · · · , n, with τ
(
⊗n

i=1L
(

1
2 , hi
))

= β, we define

U =
(
⊗n

i=1L
(

1
2

, hi
))
⊗ Fχ.

Then U becomes an MH-module with the vertex operator defined by

Y
((
⊗n

i=1ui
)
⊗ eα, z

)
=
(
⊗n

i=1I
ai
2 ,hi
(

ui, z
))
⊗ χ
(
eα
)

,

where ui ∈ L( 1
2 , ai

2 ), (a1, . . . , an) ∈ H, and I
ai
2 ,hi

is a nonzero intertwining operator
of type (

L( 1
2 , ai

2 × hi)
L( 1

2 , ai
2 ) L( 1

2 , hi)

)
.

We shall denote this MH-module by U
((

hi) ,χ) or U
(
hi)⊗ Fχ.

Let {βj =
(

bi
j

)
}s

j=1 be a transversal of H in C and

X =
⊕

βj∈C/H

{
U

(
hi ×

bi
j

2

)
⊗
(

eβj ⊗Ĥ Fχ
)}

,

Note that X does not depend on the choice of the transversal of H in C and X is
an MH-module.

The following results can be found in Miyamoto [M2].

THEOREM 5.5. X is an MC-module with

Y(uγ ⊗ eγ , z) = (⊗n
i=1 I(ui, z))⊗ eγ

for any γ ∈ C and uγ = ⊗n
i=1ui ∈ Mγ . We shall denote X by IndC

HU((hi),χ).

THEOREM 5.6. For any irreducible MC-module W, there is a pair
((

hi) ,χ) such
that

W ∼= IndC
HU
((

hi
)

,χ
)

,

where τ (W) = τ
(
L
(
h1, · · · , hn)) = β, H is a maximal self-orthogonal subcode

of Cβ = {α ∈ C| suppα ⊆ suppβ} and χ is a linear character of Ĥ. Moreover,
the structure of the MC-module W is uniquely determined by an irreducible MH-
submodule of W.
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Next we shall give a description of all irreducible MC-modules by using some
binary words. Let C be an even code of length n. For a given β ∈ C⊥ and γ ∈ Zn

2,
we define

hβ,γ = (h1
β,γ , . . . , hn

β,γ) ∈
{

0,
1
2

,
1

16

}n

such that

hi
β,γ =




1
16

if βi = 1,

γi

2
if βi = 0.

Denote U(h
β,γ ) = U(h1

β,γ , . . . , hn
β,γ) = L(h1

β,γ , · · · , hn
β,γ). Fix a maximal self-

orthogonal subcode Hβ of the code Cβ = {α ∈ C| suppα ⊂ suppβ} and define
a character χγ : Ĥβ → C of the abelian group Ĥβ by

χγ(− e0) = −1 and χγ(eα) = (− 1)〈α,γ〉 for α ∈ Hβ .

Then (β, γ) determines an irreducible MC-module

MC(β, γ) = IndC
HβU(h1

β,γ , . . . , hn
β,γ)⊗ Fχγ .

When there is no confusion, we shall simply denote MC(β, γ) by M(β, γ).

LEMMA 5.7. The definition of M(β, γ) is independent of the choice of the self-
orthogonal subcode Hβ of Cβ .

Proof. Let H be another maximal self-orthogonal subcode of Cβ and let
ψγ : Ĥ → C be a character of Ĥ such that ψγ(eξ) = (−1)〈ξ,γ〉 and ψγ(−e0) = −1.
Then we can construct another MC-module

IndC
HU(h1

β,γ , . . . , hn
β,γ)⊗ Fψγ .

By Miyamoto’s Theorem (Theorem 5.6), the structure of this module is uniquely
determined by the structure of the MH submodule U(h1

β,γ , . . . , hn
β,γ)⊗Fψγ . Thus,

IndC
HU(h1

β,γ , . . . , hn
β,γ)⊗ Fψγ

∼= IndC
HβU(h1

β,γ , . . . , hn
β,γ)⊗ Fχγ

if and only if IndC
Hβ

U(h1
β,γ , . . . , hn

β,γ)⊗Fχγ contains an MH-submodule isomorphic

to U(h1
β,γ , . . . , hn

β,γ) ⊗ Fψγ . It is equivalent to the fact that 〈ResĤInd
Ĉβ
Ĥβ
χγ ,ψγ〉

�= 0, where 〈ResĤInd
Ĉβ
Ĥβ
χγ ,ψγ〉 denotes the multiplicity of the character ψγ in

ResĤInd
Ĉβ
Ĥβ
χγ .
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On the other hand,

ResĤInd
Ĥβ+H

Ĥβ
Fχγ ∼=

⊕
α∈(H+Hβ )/Hβ

eα ⊗ Fχγ ∼=
⊕

α∈H/H∩Hβ

eα ⊗ Fχγ .

Let

wψ =
1

|H ∩ Hβ|
∑
α∈H

ψγ(α)eα ⊗ v,

where v ∈ Fχγ . Then wψ ∈ Ind
Ĥβ+H

Ĥβ
Fχγ and for any x ∈ H,

ex · wψ =
1

|H ∩ Hβ|
∑
α∈H

(− 1)〈γ,α〉exeα ⊗ v

= (− 1)〈γ,x〉 1
|H ∩ Hβ|

∑
α∈H

(− 1)〈γ,α+x〉ex+α ⊗ v

= (− 1)〈γ,x〉wψ = ψγ(ex)wψ.

Hence Cwψ affords the Ĥ-character ψγ inside Ind
Ĥβ+H

Ĥβ
Fχγ ⊂ Ind

Ĉβ
Ĥβ

Fχγ and

〈ResĤInd
Ĉβ
Ĥβ
χγ ,ψγ〉 �= 0

as desired.

LEMMA 5.8. Let β1,β2 ∈ C⊥ and γ1, γ2 ∈ Zn
2. Let Hβ be a maximal self-

orthogonal subcode of Cβ and let

(Hβ)⊥β := {α ∈ Zn
2 | suppα ⊂ suppβ and 〈α, ξ〉 = 0 for all ξ ∈ Hβ}.

Then the irreducible MC-modules M(β1, γ1) and M(β2, γ2) are isomorphic if and
only if

β1 = β2 and γ1 + γ2 ∈ C + (Hβ)⊥β .

Proof. By the definition of M(β, γ), it is easy to see that M(β1, γ1) ∼=
M(β2, γ2) if β1 = β2 and γ1 + γ2 ∈ C. Moreover, if β1 = β2 = β and γ1 +
γ2 ∈ (Hβ)⊥β , then hβ1,γ1 = hβ2,γ2 and χγ1 = χγ2 for any choice of Hβ . Thus,
M(β1, γ1) ∼= M(β2, γ2) if

β1 = β2 and γ1 + γ2 ∈ C + (Hβ)⊥β .
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Now suppose that M(β1, γ1) ∼= M(β2, γ2). Then they have the same τ -word
and β1 = β2. Let β := β1 = β2. Let Hβ be a maximal self-orthogonal subcode of
Cβ . Since M(β1, γ1) ∼= M(β2, γ2), M(β1, γ1) contains the MHβ -module U(hβ,γ2 )⊗
χγ2 . Thus, there exists an element δ ∈ C such that

hβ,γ1 ×
δ

2
= hβ,γ2 and eδ ⊗ Fχγ1

∼= Fχγ2
.

Since hβ,γ1× δ
2 = hβ,γ2 , δ+γ1 +γ2 ∈ Zβ2 , where Zβ2 = {α ∈ Z2

n| suppα ⊂ suppβ}.
Moreover, eδ ⊗ Fχγ1

∼= Fχγ2
implies that

(− 1)〈δ+γ1,α〉 = (− 1)〈γ2,α〉 for all α ∈ Hβ .

Therefore, δ + γ1 + γ2 ∈ Hβ
⊥ and we have δ + γ1 + γ2 ∈ Hβ

⊥ ∩Zβ2 = (Hβ)⊥β and
γ1 + γ2 ∈ C + (Hβ)⊥β .

LEMMA 5.9. The code C + H
⊥β
β is independent of the choice of the self-

orthogonal subcode Hβ .

Proof. Let H be another maximal self-orthogonal subcode of Cβ . Then we
have |H| = |Hβ|. First we will consider the intersection H ∩Hβ of H and Hβ and
its orthogonal complement in Zβ2 .

Claim. (H ∩ Hβ)⊥β = H
⊥β
β + H.

It is easy to see that H
⊥β
β and H are both contained in (H ∩ Hβ)⊥β . Hence

we have H
⊥β
β + H ⊂ (H ∩ Hβ)⊥β . Now note that H

⊥β
β ∩ H = H

⊥β
β ∩ (Cβ ∩ H) =

(H
⊥β
β ∩ Cβ) ∩ H = Hβ ∩ H and dim H = dim Hβ . By computing the dimensions,

we have

dim (H
⊥β
β + H) = dim H

⊥β
β + dim H − dim (H

⊥β
β ∩ H)

= (|β| − dim Hβ) + dim H − dim (Hβ ∩ H)

= |β| − dim (Hβ ∩ H)

= dim (H ∩ Hβ)⊥β .

Hence we have (H ∩ Hβ)⊥β = H
⊥β
β + H.

By the claim, we have

(H ∩ Hβ)⊥β = H + H
⊥β
β ⊂ C + H

⊥β
β .

Therefore, C + (H ∩ Hβ)⊥β ⊂ C + H
⊥β
β . On the other hand, C + H

⊥β
β is clearly

contained in C + (H ∩ Hβ)⊥β and thus C + H
⊥β
β = C + (H ∩ Hβ)⊥β . Similarly,
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we also have C + H⊥β = C + (H ∩ Hβ)⊥β and hence C + H
⊥β
β = C + H⊥β as

desired.

Next we shall compute the fusion rules among some irreducible MC-modules.
We recall a theorem proved by Miyamoto [M2, M3]. Let C be an even linear code.

THEOREM 5.10. For anyα ∈ Zn
2, the MC-module M(0,α) = Mα+C = ⊕δ∈α+CMδ

is a simple current module. Moreover,

Mα+C ×M(β, γ) = M(β,α + γ)

for any irreducible MC-module M(β, γ).

Now by using the associativity and commutativity of the fusion rules, we
also have the following Lemma.

LEMMA 5.11. Let β1,β2 ∈ C⊥ and γ ∈ Zn
2. Then

dim IMC

(
M(β1 + β2, γ)

M(β1, 0) M(β1, 0)

)
=dim IMC

(
M(β1 + β2,α1 + α2 + γ)

M(β1,α1) M(β1,α2)

)

for any α1,α2 ∈ Zn
2.

Proof. For any γ ∈ Zn
2, let

mγ = dim IMC

(
M(β1 + β2, γ)

M(β1, 0) M(β1, 0)

)
.

Then we have

M(β1, 0)×M(β2, 0) =
∑

γ∈Zn
2/K

mγ M(β1 + β2, γ),

where K = C + (Hβ1+β2 )⊥β1+β2 .
Since the fusion product is associative and commutative, we have

M(β1,α1)×M(β2,α2) = [M(0,α1)×M(β1, 0)]× [M(0,α2)×M(β2, 0)]

= [M(0,α1)×M(0,α2)]× [M(β1, 0)×M(β2, 0)]

= M(0,α1 + α2)× [M(β1, 0)×M(β2, 0)]

= M(0,α1 + α2)×


 ∑
γ∈Zn

2/K

mγ M(β1 + β2, γ)




=
∑

γ∈Zn
2/K

mγ M(β1 + β2,α1 + α2 + γ).
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Hence, we also have

mγ = dim IMC

(
M(β1 + β2,α1 + α2 + γ)

M(β1,α1) M(β1,α2)

)

as desired.

For the later purpose we also need some facts about the Hamming code VOA
MH8 from [M2, M3] (see also [La]).

Let H8 be the Hamming code [8, 4, 4] code, i.e., the code generated by the
rows of 


1111 1111
1111 0000
1100 1100
1010 1010


 .

Let {e1, · · · , e8} be the standard frame for MH8 . Let q0 = 1 be the vacuum element
of L( 1

2 , 0) and let q1 be a highest weight vector of L( 1
2 , 1

2 ) such that q1
0q1 = 1. For

any α = (α1, . . . ,α8) ∈ H8, let

qα = qα1 ⊗ · · · ⊗ qα8 ∈ Mα,

where qαk is a norm 1 highest weight vector for the k-th tensor factor with respect
to the action of our T8. Then qα is a highest weight vector in Mα. Moreover, we
have

qα1qβ =




2
∑8

1 αiei if α = β,
qα+β if |α ∩ β| = 2,
0 otherwise,

for any α,β ∈ H8 with |α| = |β| = 4.
The following results are obtained in [M2].

LEMMA 5.12. Let νi be the binary word whose i-th entry is 1 and all other
entries are 0. Define αi := ν1 + νi.

In the Hamming code VOA MH8 , there exist exactly three Virasoro frames,
namely,

{e1, · · · , e8},
{

d1, · · · , d8
}

, and
{

f 1, · · · , f 8
}

where

di = Sα
i

=
1
8

(e1 + · · · + e8) +
1
8

∑
β∈H8,|β|=4

(− 1)〈αi,β〉qβ ⊗ eβ ,

f i = Sνi =
1
8

(e1 + · · · + e8) +
1
8

∑
β∈H8,|β|=4

(− 1)〈νi,β〉qβ ⊗ eβ .
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THEOREM 5.13. Let L be an irreducible MH8-module with half-integral or in-
tegral weight. Then, L is isomorphic to one of the following:

(1) Mν1+νi+H8 with respect to {e1, · · · , e8} for all i = 1, · · · , 8.
(2) Mνi+H8 with respect to {e1, · · · , e8} for all i = 1, · · · , 8.
(3) Mνi+H8 with respect to

{
d1, · · · , d8} for all i = 1, · · · , 8.

(4) Mνi+H8 with respect to
{

f 1, · · · , f 8} for all i = 1, · · · , 8.
Moreover, all modules in (3) and (4) are isomorphic to⊗8

i=1L( 1
2 , 1

16 ) as T8-modules.

As a corollary, we have the following theorem. The proof can be found in
[La] (see also [M2, M3]).

THEOREM 5.14. For any β1 = (08) or (18) and β2 ∈ H8, we have

M(β1,α1)×MH8
M(β2,α2) = M(β1 + β2,α1 + α2).

Consequently, all irreducible MH8-modules with half-integral or integral weight
are simple current modules.

Remark 5.15. For any α ∈ Z8
2/H8, α uniquely determines a character χα ∈

Irr H8 such that χα(γ) = (− 1)〈α,γ〉 for any γ ∈ H8. By using this identification,
our module M(β,α) actually corresponds to the class [β,χα] defined in Section
5 of [La].

6. The moonshine vertex operator algebra V�. Let V� be the moonshine
vertex operator algebra [FLM1]-[FLM2]. The following theorem can be found in
[DGH].

THEOREM 6.1. There exists a VF in V�, called F := {ω1, . . . ,ω48}, so that the
code C := C(F) associated to this VF has length 48 and dimension 41. The code
D := D(F) = C⊥ has generator matrix




1111111111111111 0000000000000000 0000000000000000
0000000000000000 1111111111111111 0000000000000000
0000000000000000 0000000000000000 1111111111111111
0000000011111111 0000000011111111 0000000011111111
0000111100001111 0000111100001111 0000111100001111
0011001100110011 0011001100110011 0011001100110011
0101010101010101 0101010101010101 0101010101010101




.

Remark 6.2. The weight enumerator of D is given by

X48 + 3X32 + 120X24 + 3X16 + 1

and the minimal weight of C is 4. Moreover, D is self-orthogonal and hence
D ⊂ C. (The codes D and C are denoted by S� and D�, respectively in [M3].)
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LEMMA 6.3. The codeC in Theorem 6.1 is generated by the weight 4 codewords.

Proof. First we note that the code D = D(F) is generated by the elements of
the form

(116, 016, 016), (016, 116, 016), (016, 016, 116) and (α,α,α), α ∈ RM(1, 4),

where RM(r, m) denote the r-th order Reed-Muller code of length 2m (cf. [CS]).
Since RM(1, 4)⊥ = RM(2, 4), we have

C = D⊥ = {(α,β, γ)| α + β + γ ∈ RM(2, 4), α,β, γ even }.

Hence the code C can be generated by the elements

(α, 0, 0), (0,β, 0), (0, 0, γ), α,β, γ are generators of RM(2, 4)

and

(α,β, 0), (α, 0,β), (0,α,β), α,β are even and α+β is a generator of RM(2, 4).

Note that the Reed Muller code RM(2, 4) is of dimension 11 and is generated by
the elements of the form

(α, 0), (0,α), α ∈ H8,

and

(1100 0000 1100 0000), (1010 0000 1010 0000), (1000 1000 1000 10000).

Since the Hamming code H8 is generated by its weight 4 elements, the codes
RM(2, 4) and C are generated by the weight 4 codewords also.

In the next theorem, see Theorem 4.1(d) for the meaning of (V�)0.

LEMMA 6.4. The vertex operator subalgebra (V�)0 is isomorphic to MC and is
uniquely determined by the set of weight 4 codewords of C.

Proof. By the uniqueness of the code VOA, (V�)0 and MC are isomorphic.
Since C is generated by the weight 4 codewords of C, the vertex operator algebra
structure of (V�)0 is uniquely determined by the generators of the group C.

We now determine the irreducible modules and the fusion rules for the code
VOA MC .
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Remark 6.5. In the next result, RM(r, m) denote the r-th order Reed-Muller
code of length 2m (cf. [CS]). Note that the Reed Muller codes are nested in the
sense that RM(r +1, m) ⊃ RM(r, m) and RM(r +1, m+1) ⊃ RM(r, m)⊕RM(r, m),
where the direct sum corresponds to a partition of indices by an affine hyperplane
and its complement.

The following properties of the code C can be derived easily from the defi-
nition.

PROPOSITION 6.6. Let D and C be defined as above. For any β ∈ D, denote

Cβ := {α ∈ C| suppα ⊂ suppβ}.

(1) If |β| = 16, then Cβ ∼= RM(2, 4).
(2) If |β| = 24, then Cβ ∼= {(α, γ, δ)| α + γ + δ ∈ H8 and α, γ, δ even}.
(3) If |β| = 32, then Cβ ∼= RM(3, 5).
(4) If |β| = 48, then Cβ = C.

Note that the Hamming code H8
∼= RM(1, 3). Hence, for β �= 0, Cβ contains a self-

dual subcode which is isomorphic to a direct sum of |β|/8 copies of the Hamming
code H8.

Proof. Let β ∈ D and n = |β|, the weight of β. Let pβ:Z48
2 → Z

n
2 be the

natural projection of Z48
2 to the support of β. Since C = D⊥, it is easy to see that

Cβ ∼= pβ(D)⊥.

Case 1. |β| = 16. In this case, pβ(D) is generated by the codewords (116),
(08 18), (04 14)2, (02 12)4 and (0 1)8 and is isomorphic to the Reed Muller code
RM(1, 4). Since

RM(r, m)⊥ ∼= RM(m− r − 1, m)

for any 1 ≤ r ≤ m we have Cβ ∼= RM(2, 4) as desired.

Case 2. |β| = 24. In this case, pβ(D) is of dimension 6 and is isomorphic
to a code generated by

(18 08 08), (08 18 08), (08, 08, 18) and (α,α,α), α ∈ H8.

Hence Cβ ∼= {(α, γ, δ)| α + γ + δ ∈ H8 and α, γ, δ even}.

Case 3. |β| = 32. pβ(D) ∼= RM(1, 5) and hence Cβ ∼= RM(3, 5).

Case 4. |β| = 48. It is clear that Cβ = C in this case.

Now by using Lemma 5.8, we have the following theorem.
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THEOREM 6.7. Let D and C be defined as above. Then

{MC(β, γ) | β ∈ D and γ ∈ Z48
2 /C}

is the set of all inequivalent irreducible modules for MC .

Proof. By the previous proposition, we can choose Hβ such that it is a direct
sum of |β|/8 copies of the Hamming code H8. In this case, (Hβ)⊥β = Hβ and
we have C = C + (Hβ)⊥β . Hence {MC(β, γ) | β ∈ D and γ ∈ Z48

2 /C} is the set of
all inequivalent irreducible modules for MC by Lemma 5.8 .

Next we shall compute the fusion rules among irreducible MC-modules. The
main tool is the representation theory of the Hamming code VOA MH8 given in
Section 4. First we recall the following theorem from [DL].

THEOREM 6.8. Let W1, W2 and W3 be V-modules and let I be an intertwining
operator of type (

W3

W1 W2

)
.

Assume that W1 and W2 have no proper submodules containing v1 and v2, respec-
tively. Then I

(
v1, z
)

v2 = 0 implies I (·, z) = 0.

LEMMA 6.9. For any β1,β2,β3 ∈ D and α1,α2,α3 ∈ Z48
2 , we have

dim IMC

(
M(β3,α3)

M(β1,α1) M(β2,α2)

)
≤ 1

and

dim IMC

(
M(β3,α3)

M(β1,α1) M(β2,α2)

)
= 0

unless β3 = β1 + β2 and α3 ≡ α1 + α2 mod C.

Proof. Recall that dimD = 7 and the weight enumerator of D is X48 + 3X32 +
120X24 + 3X16 + 1.

Without loss, we may assume that β3 = β1 + β2; otherwise,

dim IMC

(
M(β3,α3)

M(β1,α1) M(β2,α2)

)
= 0.

Let β̄1 = (148) + β1. Then β̄1 is also in D. Thus, there exist self-orthogonal
codes Hβ1 and Hβ̄1

of C such that both Hβ1 and Hβ̄1
are direct sums of Hamming
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[8, 4, 4] codes. Let E = Hβ1 ⊕ Hβ̄1
∼= H8

⊕6. If the weight of β2 is a multiple of
16 (i.e., 0, 16, 32, or 48), then |suppβ1 ∩ suppβ2| is a multiple of 8. In this case,
it is possible to find maximal self-orthogonal subcodes Hβ2 of Cβ2 and Hβ1+β2

of Cβ1+β2 such that Hβ2 and Hβ1+β2 are isomorphic to direct sums of Hamming
codes and are both contained in E. Then as an ME-module,

MC(βi,αi) =
⊕
δ∈C/E

ME(βi,αi + δ).

Note that Hβi ⊂ E for any i = 1, 2, 3 and hence MC(βi,αi) is a direct sum of
inequivalent irreducible ME-modules. Thus by Theorem 5.14 and 6.8, we have

dim IMC

(
M(β1 + β2,α3)

M(β1,α1) M(β2,α2)

)
≤dim IME

(
ME(β1 + β2,α3)

ME(β1,α1) ME(β2,α2)

)
≤1

and

dim IMC

(
M(β1 + β2,α3)

M(β1,α1) M(β2,α2)

)
= 0

unless α3 = α1 + α2.
Finally, we shall treat the case for which all β1, β2 and β1 + β2 are of

weight 24. For simplicity, we may assume that β1 = (18 08 18 08 18 08) and β2 =
(14 04 . . . 14 04). Then β3 = β1 + β2 = (04 18 08 18 08 18 04). In this case, we have
E = Hβ1 ⊕ Hβ̄1

∼= H8
⊕6, Hβ2

∼= H8 ⊕ H8 ⊕ H8 and Hβ1+β2
∼= H8 ⊕ H8 ⊕ H8.

Note that E + Hβ1+β2 = E + Hβ2 in this case. Moreover, we have

Eβ2 = {α ∈ E| suppα ⊂ suppβ2} = E ∩ Hβ2 and Eβ3 = Eβ1+β2 = E ∩ Hβ1+β2 .

Let H := E + Hβ2 = E + Hβ1+β2 . Then the MC-module MC(βi,αi), i = 2, 3, can be
decomposed as

MC(βi,αi) =
⊕
δ∈C/H

MH(βi,αi + δ).

Claim. MH(βi,αi + δ) is irreducible as an ME-module for any δ ∈ C/H.

Proof. Let W = MH(βi,αi + δ) and Hβi = {α ∈ H| suppα ⊂ suppβi}. Then
Hβi is a maximal self-orthogonal subcode of Hβi . Let U(h)⊗Fχ be an irreducible
MHβi

-submodule of W. Then

W = IndHHβi
U(h)⊗ Fχ =

⊕
δ∈H/Hβi

U
(

h× δ

2
)⊗ (eδ ⊗ Fχ

)
.
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Since Eβi = E ∩ Hβi ⊂ Hβi , U(h) ⊗ Fχ is also an irreducible MEβi
-module.

Hence,

W ′ = IndE
Eβi

U(h)⊗ Fχ =
⊕

δ∈E/Eβi

U
(

h× δ

2

)
⊗ (eδ ⊗ Fχ)

is an irreducible ME-submodule of W. Note that

|H/Hβi | = |(E + Hβi)/Hβi | = |E/(E ∩ Hβi)| = |E/Eβi |.

Therefore, we have W = W ′ and W is an irreducible ME-module.
Now, by Theorem 5.14 and 6.8, we have

dim IMC

(
M(β1 + β2,α3)

M(β1,α1) M(β2,α2)

)
≤ dim IMH

(
MH(β1 + β2,α3)

MH(β1,α1) MH(β2,α2)

)

≤ dim IME

(
ME(β1 + β2,α3)

ME(β1,α1) ME(β2,α2)

)

≤ 1

and

dim IMC

(
M(β1 + β2,α3)

M(β1,α1) M(β2,α2)

)
= 0,

unless α3 = α1+α2. Note that MH(β2,α2) = ME(β2,α2) and MH(β1+β2,α1+α2) =
ME(β1 + β2,α1 + α2) as ME-modules.

THEOREM 6.10. The fusion rules among irreducible MC modules are given by

M(β1,α1)×M(β2,α2) = M(β1 + β2,α1 + α2),

where β1,β2 ∈ D and α1,α2 ∈ Z48
2 /C. In particular, each irreducible MC-module

is a simple current.

Proof. By Lemma 5.11 and 6.9, it remains to show that

IMC

(
M(β1 + β2,α1 + α2)

M(β1,α1) M(β2,α2)

)
�= 0,

for some α1,α2 ∈ Z48
2 . Nevertheless, such kind of intertwining operators does

exist and can be realized inside the Leech lattice VOA VΛ. In fact, there exists a
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Virasoro frame of VΛ such that VΛ can be decomposed as

VΛ ∼=
⊕
β∈D

MC(β, γβ), for some γβ ∈ Z48
2 /C.

We shall refer to [DGH] or [M3] for details.

7. Proof of the main theorems. We first prove Theorem 1. So we assume
that (1) V is a vertex operator algebra satisfying conditions (a)-(c), (2) V2 is
isomorphic to the Griess algebra, (3) V is C2-cofinite.

LEMMA 7.1. V is truncated below 0 and V0 = C1.

Proof. First we prove that Vn = 0 if n is negative. If this is not true, take the
smallest n such that Vn �= 0. Then each 0 �= v ∈ Vn generates a highest weight
module for the Lie algebra CL(1) ⊕ CL(0) ⊕ CL( − 1) (which is isomorphic to
sl(2,C).) According to the structure of the highest weight modules for sl(2,C)
we know that L( − 1)iv �= 0 for i = 0, . . . ,−2n. Since n is less than or equal
to −1 we see that L( − 1)−n+1v �= 0. Since the weight of L( − 1)−n+1v is 1, we
immediately have a contradiction as V1 = 0 by assumption.

We now prove that V0 is one dimensional. Note that L(− 1)V0 = 0. So each
nonzero vector v ∈ V0 is a vacuum-like vector [Li]. As a result, we have a V-
module isomorphism fv : V → V by sending u to u−1v for u ∈ V [Li]. By Schur’s
lemma, fv must be a multiple of the identity map. As a result, fv(1) = v is a
multiple of the vacuum. This shows that V0 is spanned by the vacuum.

LEMMA 7.2. V is a holomorphic vertex operator algebra.

Proof. It is proved in [DLM2] that if U is a vertex operator algebra such that
U = ⊕n≥0Un with U0 being 1-dimensional and U1 = 0 and that U is the only
irreducible ordinary module for itself then any ordinary module is completely
reducible. So any ordinary V-module is a direct sum of copies of V . Since V is
C2-cofinite, any submodule generated by a single vector in any admissible module
is an ordinary module (see [ABD]). This shows that any admissible V-module
is completely reducible. That is, V is rational. This together with condition (a)
gives conclusion that V is holomorphic.

LEMMA 7.3. The q-dimension chqV = q−1∑
n≥0 ( dim Vn)qn of V is J(q).

Proof. Since V is holomorphic and C2-cofinite, by the modular invariance
result in [Z], chqV is a modular function on the full modular group, and thus
equal to J(q) by noting that V0 = C1 and V1 = 0.

Since V is irreducible and V0/L(1)V1 is one dimensional, there is a unique
nondegenerate symmetric invariant bilinear form (·, ·) on V such that (1, 1) = 1
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(see [Li]). That is,

(Y(u, z)v, w) = (− z−2)wtu(v, Y(ezL(1)u, z−1)w)

for homogeneous u ∈ V . In particular, the restriction of (·, ·) to each Vn is nonde-
generate. As a result, (·, ·) defines a nondegenerate symmetric invariant bilinear
form on the Griess algebra V2 such that (u, v) = u3v for u, v ∈ V2.

By the assumption that V2 and V�2 are isomorphic algebras we can identify
V2 with V�2. From now on we will fix the vectors {ω1, . . . ,ω48} of V2 given in
Theorem 6.1. Since we assume only that V2 is isomorphic to the Griess algebra
we do not know if the bilinear form (u, v) = u3v defined on V2 as a subspace of
V is the same as the bilinear form defined on V�2 using the same formula in V�.
So, it is not clear that {ω1, . . . ,ω48} forms a VF in V .

Since V2 is a simple commutative nonassociative algebra, we need a result on
the bilinear forms over a finite dimensional simple commutative nonassociative
algebra B. A bilinear form (·, ·) on B is called invariant if (ab, c) = (b, ac), for all
a, b, c ∈ B. The next result applies to any finite dimensional simple algebra.

LEMMA 7.4. The space of nondegenerate symmetric invariant bilinear forms
on B is at most one-dimensional.

Proof. Let (·, ·) and 〈·, ·〉 be two nondegenerate symmetric invariant bilinear
forms on B. Then there is a linear isomorphism f : B → B such that (u, v) =
〈 f (u), v〉 for all u, v ∈ V . For any a ∈ B we have

〈 f (au), v〉 = (au, v) = (u, av) = 〈 f (u), av〉 = 〈af (u), v〉.

That is, f (au) = af (u). Let Bλ be the eigenspace of f with eigenvalue λ �= 0
Then Bλ is an ideal of B. This shows that B = Bλ. So f = λ idB. As a result,
(·, ·) = λ〈·, ·〉, as desired.

LEMMA 7.5. Each ωi is a Virasoro vector with central charge 1
2 and for all m, n,

[Li(m), Lj(n)] = 0

if i �= j where Y(ωi, z) =
∑

n∈Z Li(n)z−n−2.

Proof. We first prove that each ωi is a Virasoro vector of central charge 1
2 .

That is, the component operators Li(n) of Y(ωi, z) =
∑

n∈Z Li(n)z−n−2 satisfies the
Virasoro algebra relation with central charge 1

2 .
Clearly ωi ·ωi = Li(0)ωi = 2ωi by the product in B. So, ωi is a Virasoro vector

with central charge ci defined by ci1 = 2Li(2)ωi. Note that Li(0) is semisimple
on V2 and the eigenvalues of Li(0) are 2, 0, 1

2 and 1
16 (see [DGH]). Since the

bilinear form is invariant, we see that the eigenspaces with different eigenvalues
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are orthogonal. So the restriction of the bilinear form to each eigenspace is non-
degenerate. It is known from [DGH] that the eigenspace with eigenvalue 2 is one
dimensional and is spanned by ωi. As a result, Li(0)ωi is nonzero and ci �= 0. We
must prove that ci = 1

2 .
Recall from [DM2] that the Griess algebra is a simple commutative nonas-

sociative algebra. Let 〈·, ·〉 be the bilinear from defined on V�2 and (·, ·) be the
bilinear form defined on V2. By Lemma 7.4, (·, ·) is a multiple of 〈·, ·〉 (we are
identifying V2 with V�2 again). Note that 〈ω,ω〉 = (ω,ω) = 12. We conclude that
these two bilinear forms are exactly the same. So (ωi,ωi) = 〈ωi,ωi〉 = 1

4 . That is
ci = 1

2 .
Let i �= j. Since (ωi,ωj) = 0 and Li(0)ωj = 0, we see immediately that

[Li(m), Lj(n)] = 0 for all m, n ∈ Z.

THEOREM 7.6. The {ω1, . . . ,ω48} forms a VF in V and V is a FVOA.

Proof. We only need to prove that vertex operator subalgebra 〈ωi〉 generated
by ωi is isomorphic to L( 1

2 , 0) for the Virasoro algebra Viri generated by Li(m) for
m ∈ Z. It is clear that 〈ωi〉 is a highest weight module with highest weight 0 for
Viri. Then there are two possibilities. Either 〈ωi〉 is the Verma module modulo
the submodule generated by Li(− 1)1 or 〈ωi〉 is isomorphic to L( 1

2 , 0), according
to the structure theory of highest weight modules for the Virasoro algebra with
central charge 1

2 [FF]. We now assume that the first possibility happens.
In this case the q-character of 〈ωi〉 is equal to

chq〈ωi〉 = q−1/48 1∏
n≥2 (1− qn)

.

Let U be the vertex operator subalgebra of V generated by ωj for j = 1, . . . , 48.
Then we have

U = 〈ω1〉 ⊗ · · · ⊗ 〈ω48〉

is a tensor product. Let f (q
1
n ), g(q

1
n ) ∈ R[[q1/n, q−1/n]] for some positive integer

n. We write f (q
1
n ) ≤ g(q

1
n ) if the coefficient of qm in f (q

1
n ) is less than or equal

to that in g(q
1
n ) for all m. It is well known that the q-character of L( 1

2 , 0) is equal
to

1
2

q−1/48


∏

n≥0

(1 + qn+ 1
2 ) +
∏
n≥0

(1− qn+ 1
2 )




(cf. [KR]). Thus we have

chqU ≥ f (q
1
2 )(7.1)
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where

f (q
1
2 ) := q−1 1

247


∏

n≥0

(1 + qn+ 1
2 ) +
∏
n≥0

(1− qn+ 1
2 )




47∏
n≥2

1
(1− qn)

.

Clearly, both chqU and f (q
1
2 ) are convergent for 0 < |q| < 1, when q is

regarded as a complex number. So, we can and do treat both chqU and f (q
1
2 ) as

functions for 0 < q < 1 and the inequality (7.1) still holds as functions.
We have already proved in Lemma 7.3 that the graded dimension of V is

J(q) which of course also converges for 0 < |q| < 1. In the following we will
take q to be a real number in the domain (0, 1). Since U is a subspace of V , we
have

chqU
J(q)

≤ 1.

Let L be the Niemeier lattice of type D24. Then the lattice vertex operator
algebra VL is a module for the affine Lie algebra D(1)

24 . Denote the irreducible
highest weight module for D(1)

24 of level k by Lk(λ) where λ is a dominant weight
of the finite dimensional Lie algebra of type D24. Let λi be the fundamental
weights of Lie algebra of type D24 for i = 1, . . . , 24 so that λ23 and λ24 are the
half spin weights. (We are using the labelling of simple roots given in [H].) Then
as a module for D(1)

24 VL is a direct sum

VL = L1(0)⊕ L1(λ23)

following from the structure of lattice L. It is well known that

chqVL =
θL(q)
η(q)24 = J(q) + 2× (24)2 − 24

where 2× (24)2 − 24 = 1128 is the dimension of the Lie algebra of type D24,

θ(q) =
∑
α∈L

q(α,α)/2

is the theta function of the lattice L and

η(q) = q1/24
∏
n≥1

(1− qn).

So we have

J(q) < chqVL

as a function in q ∈ (0, 1).
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On the other hand, using the Boson-Fermion correspondence given in [F],
we see that the characters of the fermion realizations of L1(0) and L1(λ23) satisfy
the following relations

chqL1(0) ≤ chqL1(0) + chqL1(λ1) = q−1
∏
n≥0

(1 + qn+ 1
2 )48

chqL1(λ23) = q−1
∏
n>0

(1 + qn)48 < 2q−1
∏
n≥0

(1 + qn+ 1
2 )48.

As a result we have

J(q) ≤ chqVL ≤ 3q−1
∏
n≥0

(1 + qn+ 1
2 )48.

Note that

f (q
1
2 ) ≥ q−1 1

247

∏
n≥0

(1 + qn+ 1
2 )47
∏
n≥2

1
(1− qn)

.

So finally we have

chqU
chqV

≥ 1
2473

∏
n≥0

1

(1 + qn+ 1
2 )

∏
n≥2

1
(1− qn)

.(7.2)

Clearly, the right-hand side of (7.2) goes to infinity as q goes to 1. This is a
contradiction to chqU

chqV ≤ 1.

Remark 7.7. From the proof of Theorem 7.6 we see that we in fact prove a
stronger result: If {u1, . . . , u48} are 48 mutually commutative Virasoro elements
of central charge 1

2 then {u1, . . . , u48} is a VF.

Remark 7.8. In the proof of Theorem 7.6 we only use the fact that chqV =
J(q). In fact, the proof goes through if we assume that dim Vn ≤ V�n for n ≥ 3.
So Theorem 7.6 holds with the assumptions given in Theorem 2.

Proof of Theorem 1. By Theorem 7.6, V is an FVOA with VF F := {ω1, . . . ,
ω48}. Let U be the vertex operator subalgebra generated by V2. Then U is also a
FVOA with the same VF. Since F is a VF in both U and V , we use a subscript
U to indicate dependence of the associated binary codes on U. We have that C
is a subcode of CU(F) and D is a subcode of DU(F). Since DU(F) ⊂ CU(F)⊥,
and D = C⊥ we immediately see that C = CU(F) and D = DU(F).

Note that C is a subgroup of C(F) and D is a subgroup of D(F). Since V is
holomorphic by Lemma 7.3, C(F) = D(F)⊥ (see Theorem 4.1). This implies that
CU(F) = C(F) = C and DU(F) = D(F) = D.
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Now MC = U0 is a vertex operator subalgebra of V . Then by Theorem 4.1,
V is a direct sum of inequivalent irreducible MC-modules. By Theorem 6.7, for
each δ ∈ D there exists a unique γδ ∈ Z48

2 /C such that M(δ, γδ) is isomorphic to
a submodule of V . Then

V ∼=
⊕
δ∈D

M(δ, γδ)

as MC-module. Similarly, V� has a decomposition

V� ∼=
⊕
δ∈D

M(δ,βδ)

where βδ ∈ Z48
2 /C. In the case that the lowest weight of M(δ,βδ) is 0 or 2, we

have βδ = γδ. Since every module for MC is a simple current by Theorem 6.10,
by the uniqueness of simple current extension theorem in [DM3], it is sufficient
to show that M(δ, γδ) and M(δ,βδ) are isomorphic MC-modules.

For δ ∈ D we denote the lowest weight of M(δ,βδ) by w(δ). Set

X = {(δ,βδ)| δ ∈ D, w(δ) = 0, 2}.

Since V� is generated by V�2 (see [FLM2]), the group G := {(δ,βδ)|δ ∈ D} is a
subgroup of D× Z48

2 /C generated by X. So, the group H := {(δ, γδ)|δ ∈ D} is a
subgroup of D × Z48

2 /C and contains G as a subgroup. As a result, G = H. By
Theorem 6.7, M(δ, γδ) and M(δ,βδ) are indeed isomorphic MC-modules.

Proof of Theorem 2. In this case, the conclusions of Lemmas 7.1, 7.4, 7.5
and Theorem 7.6 still hold (see Remark 7.8).

Let U be as in the proof of Theorem 1. Since U is generated by the Griess
algebra, and D ⊂ C, C(U) = C and MC is a subalgebra of U. From the proof of
Theorem 1 we see that

U ∼=
⊕
δ∈D

M(δ, γδ)

as MC-modules. The same argument used in the proof of Theorem 1 shows that
U and V� are isomorphic. So we have

J(q) = chqV� ≥ chqV ≥ chqU = J(q).

As a result, U = V . This completes the proof.

We give an application of Theorem 2. Let U be the Z3 orbifold construction
given in [DM1]. It has been expected for a long time that U and V� are isomorphic
vertex operator algebras. The isomorphism follows from Theorem 2 easily now.
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COROLLARY 7.9. V� and U are isomorphic.

Proof. U satisfies the conditions in Theorem 2. In particular, chqU =
J(q).
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